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a b s t r a c t

Phase behavior and flow in shale nanopores, due to fluid heterogeneity, cannot be described by bulk and
continuum-based formulations. The interactions between fluid and rock molecules are important in both
phase behavior and flow. As a result, frameworks from bulk equations of state in phase behavior, and
continuum mechanisms and Klinkenberg slippage in flow may become inapplicable. Recently, we have
studied both phase behavior and flow in nanopores using density functional theory and various mo-
lecular simulations. This work addresses a number of issues related to the adsorption of mixtures of
hydrocarbons, carbon dioxide and water as well as methane flow at different pressure conditions in
nanopores. For flow, we use the dual control volume-grand canonical molecular dynamics (DCV-GCMD)
simulation as in our previous work. We use a smaller pressure difference between high and low pressure
reservoirs connected to the nanopores. We find that similar to our past work, the flux of methane in the
slit pores can be two orders of magnitude higher than the results from the Hagen-Poiseuille equation.

© 2016 Published by Elsevier B.V.
1. Introduction

Recovery and production from shale reservoirs depend on fluid-
in-place and flow in porous media. Fluid phase behavior in shale
gas and light oil reservoirs may be drastically different from con-
ventional reservoirs. Unlike conventional rocks, shale is composed
of organic (such as kerogen) and inorganic matters (such as clay
and quartz). The pores in shale media may be in the nanometer
range and both kerogen and clay minerals may contain large
amount of fluids in the form of adsorbed molecules [1]. Fluids in
shale nanopores may be inhomogeneous and cannot be described
as bulk [2]. In addition to adsorption on the rock surface in nano-
pores, hydrocarbon dissolution in kerogen may also contribute to
fluid content in shale permeable media [3]. Fluid flow in shale
nanopores is also drastically different from flow in large pores
where the Darcy law provides the description. In nanopores,
because of fluid inhomogeneity, the Knudsen diffusion and the
continuum-based models such as Klinkenberg modification of flow
may not apply. In the following, wewill discuss our line of attack in
phase behavior and flow in shale nanopores.
1.1. Phase behaviors

In a recent work [1], we have divided fluids in shale media into
three distinct categories: free molecules, adsorbed molecules, and
molecules that move to the kerogen matrix. Free molecules which
are present in fractures and large pores behave as bulk fluid.
Adsorbed molecules are found near the surfaces of nanometer
pores in kerogen and clay minerals. The substrate composition af-
fects the properties of adsorbed molecules. Molecules that move
into the kerogen may provide additional fluid-in-place. Kerogen
may swell as much as 20% in normal decane and may be more in
aromatics [4,5]. For phase behavior description in shale media, we
may divide the pores into pores larger than 10 nm, in pores less
than 10 nm, and dissolution in kerogen [1].

In pores larger than 10 nm, the contribution from surface
adsorption to total fluid in the pores is small. Fluid can be consid-
ered homogeneous and critical properties are close to bulk. Mainly
the interface curvature affects phase behavior and saturation
pressures (bubblepoint or dewpoint). Due to curvature, the dew-
point pressure of rich gas condensates and the amount of liquid
dropout often increases. Consequently, less liquid will be produced
[1]. On the other hand, the bubblepoint pressure can be suppressed
significantly [1,6e9].

In pores less than 10 nm, surface adsorption becomes significant
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and confined fluids are heterogeneous. The inhomogeneity arises
from confinement and fluid-surface interactions. Phase behavior
can be greatly different from the bulk. In small pores, there is no
two-phase. At this scale, because the sizes of molecules and
nanopores become comparable, fluid-fluid and fluid-surface in-
teractions from molecular perspective should be taken into ac-
count. Grand canonical Monte Carlo simulations (GCMC) take into
account the inhomogeneity in density distributions and fluid-
surface interactions; they are the most common tools to study
adsorption and phase behavior of fluids in small nanopores [1,2].
Based on GCMC, we discuss three aspects of phase behavior in small
nanopores:

a) Phase Behavior of Confined Hydrocarbon Mixtures from GCMC

Shale gas is generally composed of hydrocarbon mixtures, such
as methane, ethane, propane and butane. The phase behaviors of
gas mixtures under nano-confinement are very different from bulk.
Under confinement, the packaging effect and strong fluid-surface
interaction may result in multi-layer adsorption. Recently, a num-
ber of experimental and computer simulation studies on phase
behavior of confined hydrocarbon mixtures appeared in the liter-
ature. Luo et al. [10] measured the confinement effects on the
adsorption of binary mixture of octane and decane and observed a
clear separation between bubble points of bulk and confined fluids.
Pitakbunkate et al. [11] used GCMC simulations to study adsorption
of pure and binary mixture of methane and ethane in shale nano-
pores. They observed shift of critical properties of confined hy-
drocarbons. Jin and Nasrabadi [12] used Gauge-GCMC simulations
to study phase diagram of hydrocarbon binary and ternary mix-
tures in nanopores and observed that confined effect is stronger for
the heavier components than the lighter components. Although
computer simulations have been used to study phase diagram of
confined hydrocarbon mixtures, the effect of pressure on adsorp-
tion of hydrocarbon mixtures has received limited attentions.

In this work, we use GCMC simulations to study adsorption of
methane and n-butane binary mixtures in shale nanopores at
different pressures. GCMC explicitly takes into account the molec-
ular configurations and orientations which are important for
heavier hydrocarbons. The effect of pressure on adsorption in hy-
drocarbon mixtures can provide important insights into hydrocar-
bon recovery from shale media.

b) Sorption of CO2-H2O mixtures in kerogen nanopores

Shale is composed of two different media: organic and inorganic
materials. Organic matter in shale increases effective porosity [13]
and can contribute as much as 50% to the total porosity [14]. In
addition to organic matter, clay minerals may provide additional
sorption capacity due to high internal surface area [15]. A few
studies have reported that the clay mineral and its microporous
structure may increase gas sorption capacity of organic-rich shales
[16e18]. However, organic and inorganic materials have different
surface compositions, which can affect adsorption.

Kerogen is generally considered hydrophobic with no charges
on the surface, while clay minerals can be hydrophilic with various
partially charged atoms on the surface. As a result, water may
adsorb differently on the surfaces of these two media. Some shale
gas reservoirs are water-saturated [19]. Preloaded water in clay-
rich shales significantly reduces gas sorption [20] and even in the
organic-rich shales, gas sorption capacity can be greatly reduced
because of the moisture [21]. In a previous work, we have shown
that even a small amount of water in an outside reservoir can
greatly reduce gas sorption in clay nanopores [22]. The methane
sorption capacity of other moisture-equilibrated organic materials
such as coals is substantially lower than the dry samples [23,24]. In
general, water in shale reservoirs is often believed to be associated
with clay minerals not kerogen [16]. However, there is no com-
parison on the effect of water in these two materials on gas
adsorption. In this work, we will use the GCMC simulation to study
sorption of CO2-H2O mixtures in kerogen nanopores and compare
with clay minerals.

c) Adsorption selectivity of nC4 and CO2

Organic-rich shales may store significant amount of CO2 via
mineral reactions and sorption onto organic matter as well as
mineral matter surfaces [25]. Kang et al. [26] predicted that the
organic matter in shale can serve for CO2 sequestration. Injected
CO2 not only could be sequestered in sorbed state but also enhance
recovery of natural gas by in-situ molecular swapping mechanism
that promotes release and desorption of sorbed gas [26,27]. Yuan
et al. [28] used molecular dynamics simulations to study the
enhanced recovery of confined methane with CO2 and found that
the injection of CO2 into the carbon nanotubes can enhance
methane recovery at least by 15% over that achieved from pressure
drop. Wu et al. [29] also observed that CO2 can rapidly and effi-
ciently displace adsorbed methane. Kowalczyk et al. [30] observed
two-stage process in narrow carbon micropores that the coad-
sorbed CO2 can enhance methane adsorption at low CO2 partial
pressure, but reduce methane adsorption due to stronger affinity of
CO2-surface and CO2-CO2 interactions as CO2 partial pressure in-
creases. Although displacement of methane due to the injection of
CO2 has been extensively studied, the effect of CO2 on heavier hy-
drocarbon recovery has not been studied yet. The injected CO2 can
lower the viscosity of confined heavier hydrocarbon which can
further facilitate the flow. In this work, we use the GCMC simulation
to investigate sorption of pure nC4 and nC4-CO2mixture in kerogen.
This study provides insight into heavier hydrocarbon recovery from
CO2 injection.

1.2. Flow in shale media

Shale wells have an early high production rate followed by a
rapid decline. Understanding of flow in shale media can help
planning and devising various enhancements. Flow in conventional
reservoirs can be described by a continuum flow model such as
Darcy's law [31e33] and the classical Navier-Stokes equation [34].

At high pressure, the flow may not be described by the Hagen-
Poiseuille (HP) equation in nanopores [35]. The HP equation is
considered to be valid when the mean free path of molecules is
much smaller than the pore size. The HP equation basically de-
scribes convective flow and assumes that the velocity of molecules
on the surface is zero and ignores surface adsorption. The HP
equation for flux JHP in flow direction x in slab geometry of pore size
W is given as

JHP ¼ �W3

12m

�
vP
vx

�
; (1)

where m is the viscosity and P is pressure. Holt et al. [36] have
measured gas and liquid flow in carbon nanotubes of pore sizes of
around 2 nm. They show that the measured flux exceeds the pre-
diction from the HP equation by three orders of magnitude. Shale
nanopores are similar to carbon nanotubes with the surface being
oil-wet; the hydrocarbon molecules tend to adsorb on the surface
but not fixed permanently; the adsorbed density distribution is
different from the bulk.

When there is slippage at the pore walls, Klinkenberg correction
is often applied to the continuum based models. Klinkenberg
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correction increases fluid transport. This approach is based on the
assumption that there is a thin layer, so-called the Knudsen layer,
close to the pore wall in which only collisions between the fluid
molecules and wall molecules take place, with fluid-fluid collisions
ignored [31]. Klinkenberg assumed that velocity of molecules in the
Knudsen layer is non-zero. The slip velocity depends on the
permeating fluid, pore pressure and size. The apparent perme-
ability of porous media Ka based on the Klinkenberg effect is given
as [37].

Ka ¼ K∞

�
1þ b

Pm

�
; (2)

where K∞ is the absolute permeability at high pressure when the
Klinkenberg effect is negligible, b is the fluid slip factor [31,38] and
Pm is the mean pore pressure. The Klinkenberg effect is significant
when the mean free path of fluid molecules approaches the pore
size. Fluid permeability is then enhanced by ‘slip flow’. The slip
effect can also be incorporated into the HP equation by using a
theoretical dimensionless coefficient [39]. The continuum flow
with slip effect is given as [35].

JHP ¼ �W3

12h

�
vP
vx

��
1þ 6Ls

W

�
; (3)

where Ls is the slip length, which is the distance extrapolated into
the surface to obtain vanishing velocity as assumed by no-slip
boundary condition [35,40]. When the calculated slip length is
much larger than the pore width, the continuum-based equations
would not give accurate results [36]. The calculated slip length in
sub-2 nm pore can be three orders of magnitude larger than the
pore size [36], which indicates that slip-flow formalism may not be
applicable to flow in nanopores.

Molecular simulation is the best option to take into account the
inhomogeneous fluid density in nanopores. A number of groups
[41e44] report that low density diffusion coefficient in silica
nanopores is as much as one order of magnitude smaller than that
from the Knudsen diffusion equation. Zeolites and silicates have
three-dimensional amorphous structures. Flow in these media may
not fulfill the assumption of long nanopores in the Knudsen
approach. At reservoir condition, pressure can be over a few hun-
dred bar making the Knudsen diffusion inapplicable [35]. Recently,
there are a number of molecular simulations works on hydrocarbon
flows in shale nanopores [45e48] indicating that molecular ve-
locity on the pore surface is non-zero, which enhances flow. In a
recent work, by using the dual control volume-grand canonical
molecular dynamics simulation (DCV-GCMD), we found that
methane flux in carbon nanopores of length up to 150 nm can be
one to two orders of magnitude higher than that from HP equation
for high pressuremethane flowbetween bulk reservoir pressures at
100 and 70 bar at room temperature [35]. We used a high pressure
drop between the inlet and outlet of the carbon nanotube.

In this work, we use the DCV-GCMD simulations to study high
pressure flow with smaller pressure difference in high and low
pressure conditions. The objective is to find out whether one to two
orders of magnitude increase over the HP equation is due to high
pressure drop.

The remainder of this paper is organized as follows. InMolecular
Model and Theory, we present the molecular simulation and theory
methods and define molecular models used in this work. In Results
and Discussion, we cover: (1) phase behavior in pores less than
10 nm and (2) methane flow in shale nanopores. In pores less than
10 nm, we will investigate the phase behavior predictions from
GCMC inmixtures of C1-nC4, CO2-H2O, and nC4-CO2. In Conclusions,
we summarize the key findings and discuss implications.
2. Simulation method

2.1. Grand canonical Monte Carlo simulation

One effective method to study phase behavior of hydrocarbon
fluids in nanopores is to use the GCMC simulations. In an open
system, there would be exchange of energy and matter with sur-
roundings. We assume that nanopores are connected to a reservoir
where the chemical potentials m, systemvolume V and temperature
T are fixed. The chemical potential represents bulk fluid condition.
For a given bulk fluid at given pressure and temperature, the
chemical potentials of each component are obtained fromWidom's
particle insertion method [49] from NVT simulation. We use
chemical potentials of each component to represent the bulk fluid
at given pressure and temperature which is in equilibrium with
confined media. Because the number of molecules within the vol-
ume fluctuates throughout the simulation, the ensemble averaged
number of molecules is fully determined by the chemical
potentials.

For hydrocarbon molecules, we use the TraPPE force field to
describe the non-bonded interactions U between pseudo-atoms,
which are separated by more than three bonds or belong to
different molecules, solely based on pairwise-additive Lennard-
Jones (LJ) 12-6 potentials [50],

U
�
rij
� ¼ 4εij

2
4 sij

rij

!12

�
 
sij
rij

!6
3
5; (4)

where rij, εij, and sij are the separation, LJ well depth, and LJ size,
respectively, for the pair of atoms i and j. The parameters ε and s are
98 K and 0.375 nm, respectively, for the methyl group (-CH3), 46 K
and 0.395 nm, respectively, for the methylene group (eCH2e), and
148 K, 0.373 nm, respectively, for CH4. Unlike interactions are
computed using the standard Lorentz-Berthelot combining rules.
The bond length is 0.154 nm. Bond-bending potentials Ubend are
given as [51].

UbendðqÞ ¼
Kq

2
�
q� qeq

�2
; (5)

where Kq ¼ 62500 K/rad2 and qeq ¼ 114�. Torsion energy Utor is
based on the OPLS united atom torsional potential [52].

Utorð4Þ ¼ V0 þ V1ð1þ cos 4Þ þ V2ð1� cos 2 4Þ
þ V3ð1þ cos 3 4Þ; (6)

where 4 is the torsion angle, V0 ¼ 0, V1 ¼ 355.03 K, V2 ¼ �68.19 K,
and V3 ¼ 791.32 K.

Water molecules are simulated using the SPC [53] model. The
pairwise additive Lennard-Jones and Coulomb potentials are used
to compute the intermolecular interactions

u
�
rij
� ¼ uLJ þ uC ¼ 4εij

2
4 sij

rij

!12

�
 
sij
rij

!6
3
5þ qiqj

4pε0rij
; (7)

inwhich qi is the partial charge of the site and ε0 ¼ 8.854 � 10�12 F/
m is the electric constant. The conventional Lorentz-Berthelot
combining rules are applied to the LJ parameters.

For CO2 molecules, we use the flexible three-site EPM2 model
[54], which includes the bond-bending potential, the short-range LJ
potential, and the long-range Coulomb potential. The bond-
bending potential Ubend of CO2 molecule is given by Eq. (5) with
constants [54] Kq ¼ 1236 KJ/mol/rad2, q is the bond-bending angle
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between OeCeO atoms, and qeq ¼ p rad is the equilibrium bond-
bending angle. The parameters of CO2 and water molecules are
given in Table 1. All of the short-range LJ interactions are truncated
at a distance of 1.07 nm and the long-range electrostatic in-
teractions are treated by means of Ewald summation with the
correction term [55,56] for the periodic boundary condition in x,y
planes.

In this work, pores are of slit geometry with smooth and
structureless surfaces. We use 10-4-3 Steele potentials to describe
the fluid-wall interaction 4wf [57].

4wf ðzÞ ¼ 2prwεwf s
2
wfD

"
2
5

�
swf

z

�10

�
�
swf

z

�4

�
s4wf

3Dð0:61Dþ zÞ3
#
; (8)

where rw ¼ 114 nm�3, εw ¼ 28 K, sw ¼ 0.3345 nm, and
D¼ 0.335 nm, respectively. The external potentialJ in a slit pore is
expressed as

JðzÞ ¼ 4wf ðzÞ þ 4wf ðH � zÞ; (9)

where H is the slit-pore size.

2.2. Dual control volume-grand canonical molecular dynamics
simulation

In our simulations, the slit nanopore is placed between two bulk
reservoirs at two different pressures at constant temperature.
Kerogen is hydrophobic and may be simulated by carbon materials
[2]. We use full atomistic structure of graphite layers formed by
carbon atoms to simulate nanopores as in our previous work [35].
Both methane molecules and carbon atoms are modeled by the
single-site Lennard-Jones (LJ) particles to describe the dispersion
interactions.

The box used in simulations consists of five regions as shown in
Fig. 1. The H, L and C regions correspond to the high and low
chemical potential control volumes (CV), and carbon nanopores,
respectively. We apply periodic boundary condition in all three
directions. The H regions are placed at the two ends and L region is
placed in the middle of the box. The C regions are placed between
the two control volumes. The sizes of H and L regions in the x di-
rection are fixed at 20 nm. The carbon atoms are placed according
to the structure of graphite layers [58,59] to construct the nano-
pores. We use three graphite layers to form one carbon sheet and
two carbon sheets to set up the slit-like pores. The separation
distance between carbon atom centers of two graphite layers is
D ¼ 0.335 nm. The distance between two adjacent carbon atoms in
the same graphite layer is Lcc ¼ 0.142 nm. The schematics of
graphite layer and carbon sheet are shown in Fig. 2. Carbon sheet
positions are fixed throughout the simulation. The box size is
(40 þ 2 � Lc)nm � 4.92 nm � (1.675 þ W)nm in the x, y and z di-
rections, respectively, where Lc is the length of nanopores and W is
Table 1
Parameters of CO2 and water molecules for GCMC.

Atom ε (K) s (nm) q (e)

Carbon dioxide
C 28.129 0.2757 0.6512
O 80.507 0.3033 �0.3256
Water
H 0 0 0.41
O 78.18 0.3166 �0.82
the pore width, which is the separation distance between the
centers of carbon atoms of the two layers forming a slit pore. The
length of nanopores in the y direction is the same as the box size
(4.92 nm). The origin is set at the center of the simulation box.

We use the TraPPE model [50] to simulate methane molecules.
Unlike interactions are computed using the standard Lorentz-
Berthelot combining rules. The size parameter s and energy
parameter ε are 0.373 nm and 148 K for methane and 0.34 nm and
28 K for carbon atoms. All of the LJ interactions are truncated at a
distance of 1.07 nm. Due to the truncation, molecules in slit pores
do not interact with their images. The interaction between a
methane molecule and carbon atoms is obtained by summing over
all carbon atoms in the nanopores.

Throughout the simulation volume, standard molecular dy-
namics (MD) simulation moves are employed. The equations of
motion are solved by the Verlet velocity algorithm [60] using the
Berendsen thermostat [61] to maintain constant temperature.
Linked cells [62] are employed to reduce the computation time. The
chemical potential of methane in the CVs is maintained using a
sufficient number of GCMC insertions and removals [63e65]. The
probability of inserting a methane molecule pþ is given by

pþ ¼ min
�

ZVCV

NCV þ 1
exp

�
� DU
kBT

�
;1
�
; (10)

where Z ¼ expðm=kBTÞ=L3 is the absolute activity at temperature T,
L is the de Broglie wavelength, m is the chemical potential, kB is the
Boltzmann's constant, DU is the potential energy change resulting
from inserting or removing a molecule, VCV is the volume of CV and
NCV is the number of methanemolecules in each CV. As the particles
are inserted, the Maxwell-Boltzmann distribution [66] is used to
assign velocities. The probability of removing amolecule p� is given
by

p� ¼ min
�
NCV

ZVCV
exp

�
� DU
kBT

�
;1
�
: (11)

100 GCMCmoves in each CV are followed by oneMD integration
step [31]. After particle insertion/removal, we use Verlet velocity
algorithms to calculate forces acting on the molecules. The chem-
ical potentials are obtained from Widom's particle insertion
method [49] in the independent NVT Monte Carlo simulations of
bulk methane fluid. The time step of MD simulation is Dt ¼ 2 fs. We
use 10 ns simulation time for system to reach steady state and 20 ns
simulation time to calculate density, velocity profiles and fluxes.
The system temperature is fixed at 298.15 K.

The flux of methane molecules Jx in the x direction is computed
by counting the net number of particles crossing halfway along
each nanopore region [63,67]:

Jx ¼ nhl � nlh

ntDtAyz
: (12)

where nhl and nlh are the number of molecules moving from high to
low pressure region and vice versa, nt is the number of time step of
sampling, Ayz is the cross-section area of carbon nanopore. The final
estimate of the flux is the average of the flux in the two nanopore
regions.
3. Results and discussions

In our simulations, the pressure represents the bulk pressure of
the fluid in equilibrium with confined media.



Fig. 1. Schematic representation of simulation box. The molecules flow along the x-direction.

Fig. 2. Schematic representation of carbon sheet; (a) x-z plane view; (b) x-y plane view. Carbon atom size does not scale to LJ parameters.

Z. Jin, A. Firoozabadi / Fluid Phase Equilibria 430 (2016) 156e168160
3.1. Phase behaviors

a) Hydrocarbon mixtures adsorption from GCMC

In this section, we study the adsorption of C1-nC4 mixtures in
nanopores. C1 molecules are represented as spherical particles.
However, orientation and configuration of nC4 may affect fluid
sorption and phase behavior in nanopores. We use an atomistic
representation for nC4.

In Fig. 3, we present density profiles of a mixture of C1-nC4 (0.9/
0.1, mole) at T ¼ 368.15 K in 1 nm pores at different pressures. Note
that the composition and pressure are fixed in the outside reservoir.
Both C1 and nC4 form adsorption layers on the surface. Because
surface attraction of nC4 is stronger than methane, adsorption of
nC4 is greatly enhanced. As pressure drops, C1 sorption decreases,
but nC4 sorption increases. At lower pressure, the competition from
C1 molecules becomes weaker, so nC4 is more readily adsorbed in
the pores. Similar trend has been reported in the study of adsorp-
tion of hydrocarbon mixtures in zeolites [68] and pillared layered
materials [69].
In Fig. 4, we present density profiles of the C1-nC4 mixture (0.9/
0.1, mole) at T¼ 368.15 K in 3 nm pores. Similar to 1-nm pores, both
C1 and nC4 form adsorption layers on the surface and weak second
adsorption layers. As pressure drops, nC4 density increases but C1
density decreases. Such behavior indicates that in the production,
as pressure drops, it is the lighter components that are more easily
produced, while the heavier components may tend to stay within
the nanopores. This phenomena also suggest that gas injection such
as CO2, may help to produce heavier component from nanopores,
which we will discuss later.

b) Adsorption of pure nC4 and nC4-CO2 mixtures

We use GCMC to investigate sorption of pure nC4 and an equi-
molar mixture of nC4-CO2. By comparing sorption of pure nC4 and
equimolar mixture of nC4-CO2 mixture, we develop an under-
standing toward recovery of heavier hydrocarbons by CO2 injection.

We present the density distributions of pure nC4 and an equi-
molar mixture of nC4-CO2 in 1-nm pores at T ¼ 368.15 K as shown
in Fig. 5. Small pores are readily saturated by pure nC4 due to strong



Fig. 3. Density profiles of C1-nC4 mixture (0.9/0.1, mole) at (a) P ¼ 300 bar, (b) P ¼ 200
bar, and (c) P ¼ 100 bar in 1 nm pores at T ¼ 368.15 K.

Fig. 4. The same as Fig. 3, but in 3 nm pores.
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surface attractions; as pressure increases, nC4 sorption increases
negligibly. For the nC4-CO2 mixture, as pressure increases, nC4
sorption decreases, but CO2 sorption increases. At low pressures,
because nC4 molecules have stronger affinity to surface than CO2
molecules, nC4 sorption is stronger than CO2. At high pressures,
association of CO2 becomes stronger. As a result, CO2 molecules are
adsorbed on the surface. nC4 molecules form adsorption layer
beyond the adsorption layer of CO2 molecules, because CO2 mole-
cule is smaller than nC4 molecule. The effect of CO2 on the recovery
of nC4 from nanopores is more significant at higher pressures.

Slightly different behavior is observed in larger pores as shown
in the density distributions of pure nC4 and the equimolar nC4-CO2
mixture in 3-nm pores in Fig. 6. For pure nC4, sorption increases
with pressure; for nC4-CO2 mixture, while CO2 sorption increases
with pressure, nC4 sorption increases with pressure then decreases.
At low pressure (P ¼ 10 bar), nC4 has strong adsorption layer and
weak second adsorption layer, but density in the middle of pores is
close to vapor phase for the nC4-CO2 mixture; pure nC4 has multi-
layer adsorption in the pores. As a result, reduction in nC4 sorption
is significant. As pressure increases, nC4 has multi-layer adsorption
in the nC4-CO2 mixture. However, as CO2 sorption increases, nC4
sorption decreases. At high pressures, CO2 also has multi-layer
adsorption and reduction of nC4 is significant.

c) Adsorption of CO2-H2O mixtures

Some shale gas reservoirs may be water-saturated [19]. Pre-
loaded water in clay-rich shales significantly reduces gas sorption
[3]. Kerogen is generally hydrophobic, but clay minerals are hy-
drophilic; water or moisture in shale is mainly associated with clay
minerals [16]. Experimental and computational investigations
[16,22] have shown that water can significantly reduce gas sorption
in clay minerals. A small amount of water in the outside reservoir
can greatly reduce CO2 sorption in clay nanopores [22]. Due to
partial charges on the clay surfaces, water molecules are predom-
inantly adsorbed on the surfaces hindering the formation of gas
adsorption layer [22].

In this work, we use carbon nanopores to represent kerogen
nanopores to study adsorption in mixtures of CO2eH2O by GCMC.
In contrast to clay, there is no charge effect in carbon nanopores.
There may be heteroatoms and functional groups on the surface of
kerogen. But we assume that kerogen has similar properties as
carbon materials.

In Fig. 7, we show the density distributions of CO2 and H2O
molecules in carbon nanopores at bulk pressure P ¼ 125 bar in
different pore sizes at T ¼ 348.15 K. The computations are based on
the chemical potentials in a CO2-rich phase with CO2 mole fraction
xCO2

¼ 0:994. In all cases, CO2 molecules are sorbed in the pores but
H2O sorption is negligible.Without surface charges, carbon behaves
as a hydrophobic material. As a result, H2O sorption in carbon
nanopores is greatly reduced; CO2 sorption is not affected by H2O in
the outside reservoir. In small pores (H ¼ 1 nm), because two walls
are close, CO2 forms one adsorption layer near the surfaces. In
larger pores (H � 2 nm), it has multi-adsorption layer structures: a
strong first adsorption layer, second layer and filling in the middle
of the pores.

In Fig. 8, we show the density distributions of CO2 and H2O
molecules of H2O-rich phase with CO2 mole fraction xCO2 ¼ 0.012 in
the outside reservoir at bulk pressure P ¼ 125 bar in different pore
sizes at T¼ 348.15 K. In small pores (H¼ 1 nm), only CO2 adsorbs in
the pores, because carbon surfaces are hydrophobic. In larger pores
(H � 2 nm), H2O forms liquid-like phase in the middle and CO2
forms an adsorption layer near the surface. As the pore size in-
creases, H2O adsorption increases, because the effect of hydro-
phobic surface becomes less significant. The adsorption layer of CO2



Fig. 5. Density profiles of pure nC4 and equimolar CO2-nC4 mixture at (a) P ¼ 10 bar, (b) P ¼ 30 bar, (c) P ¼ 100 bar, and (d) P ¼ 300 bar in 1 nm pores at T ¼ 368.15 K from GCMC.

Fig. 6. The same as Fig. 5, but in 3 nm pores.
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increases the solubility of CO2 in water in nanopores. The com-
parison between CO2-H2O mixture sorption in clay and carbon
nanopores clearly indicates that H2O molecules are less likely
adsorbed in hydrophobic kerogen nanopores but predominately in
clay nanopores.



Fig. 7. The density distributions of CO2 and water molecules for reservoir of CO2 mole fraction xCO2
¼ 0:994 at bulk pressure P ¼ 125 bar and temperature T ¼ 348.15 K in carbon

nanopores of (a) H ¼ 1 nm. (b) H ¼ 2 nm. (c) H ¼ 3 nm. (d) H ¼ 4 nm. The red and blue lines represent the CO2 density distribution and the water density distribution, respectively.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. The same as Fig. 7, but for CO2 mole fraction xCO2
¼ 0:012.
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3.2. Flow in shale media

In this section, we present methane flow in carbon nanopores
between two bulk reservoirs by using DCV-GCMD. In Fig. 9, we
present themethanemolecular flux fromhigher pressure of Ph¼ 80
bar to low pressure of Pl ¼ 70 bar and higher pressure of Ph ¼ 200
bar to low pressure of Pl ¼ 190 bar in the control volumes in
different pore widths and lengths. For comparison, we also show
the predictions from the HP equation. We assume linear pressure
drop in the HP equation from Eq. (1),

JHP ¼ �W3

12m
Pl � Ph

Lc
: (13)

The flux from the DCV-GCMD simulations is higher than that
from HP equation for pore sizes less than 4 nm. For W ¼ 1 nm, the
enhancement can bemore than two orders ofmagnitude. ForW¼ 4
and 10 nm, the flux from DCV-GCMD of Ph ¼ 200 bar is higher than
that of Ph ¼ 80 bar with the same pressure difference, but the
opposite is true for W ¼ 1 and 2 nm. The flux in nanopore is
dependent on the molecular density profile and velocity [35].
Methane has stronger adsorption layer in small nanopore, but
lower molecular velocity; in large nanopores, the higher molecular
velocity, but weaker adsorption layer. On the other hand, HP
equation predicts that methane flow in nanopores increases with
pressure. Two orders of magnitude higher flux than HP equation is
attributed to flow of the adsorbed layer and inhomogeneous dis-
tributions of methane molecules inside the nanopores. In the
following, we investigate density and velocity profiles in different
pore widths and pressures.
3.2.1. Density profiles
In Fig. 10, we present density profiles of methane molecules at

different positions of pores of Lc ¼ 136.178 nm for flow between
Fig. 9. Methane molecular fluxes fro
Ph ¼ 80 bar and Pl ¼ 70 bar. For comparison, we also show the
average bulk density rba based on the inlet and outlet reservoirs,

rba ¼ 1
2

�
rbh þ rbl

	
; (14)

where rbh and rbl are bulk density at the inlet and outlet reservoirs,
respectively. Methane molecules are adsorbed on the surfaces
forming a strong adsorption layer and weak second adsorption
layer throughout the pores. The density distributions at different
positions of pores are similar. For W � 2 nm, methane density in
nanopores is higher than rba; for W � 4 nm, methane density in the
middle of pores is close to rba. We also present density profiles of
methane molecules at different positions of pores of Lc ¼ 136.178
nm for flow between Ph ¼ 200 bar and Pl ¼ 190 bar in Fig. 11.
Methane forms strong first and second adsorption layers and a
weak third adsorption layer in nanopores. The methane density in
nanopores of Ph ¼ 200 bar and Pl ¼ 190 bar is higher than that of
Ph ¼ 80 bar and Pl ¼ 70 bar. Similar to Fig. 10, the density in the
middle of the pores are close to rba.
3.2.2. Velocity profiles
In Fig.12, we graph the velocity distributions of methane in the x

direction at different positions of pores of Lc ¼ 136.178 nm for flow
between Ph ¼ 80 bar and Pl ¼ 70 bar. For clarity, we also point out
the location of the strongest adsorption layers. The velocity on the
surface is non-zero and comparable to that in the middle of the
pores; adsorption layer is moving along the flow direction. On the
other hand, the continuum flowmodel assumes that velocity on the
surface is zero and density distribution is homogeneous in nano-
pores. Coupling with inhomogeneous density distribution, strong
adsorption layers and non-zero velocity on the surface, the flow
from DCV-GCMD can be two orders of magnitude larger than that
from HP equation. Molecular velocity increases with pore size. In
m DCV-GCMD and HP equation.



Fig. 10. (a) Density profiles at the 1/4, 1/2, 3/4 lengths in nanopores between control volume pressure Ph ¼ 80 bar and Pl ¼ 70 bar of Lc ¼ 136.178 nm and W ¼ 1 nm; (b) W ¼ 2 nm;
(c) W ¼ 4 nm; (d) W ¼ 10 nm pores. For comparison, we also show the average bulk density.

Fig. 11. (a) Density profiles at the 1/4, 1/2, 3/4 lengths in nanopores between control volume pressure Ph ¼ 200 bar and Pl ¼ 190 bar of Lc ¼ 136.178 nm andW¼ 1 nm; (b)W¼ 2 nm;
(c) W ¼ 4 nm; (d) W ¼ 10 nm pores. For comparison, we also show the average bulk density.
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Fig. 12. (a) Velocity profiles in x direction at the 1/4, 1/2, 3/4 lengths in nanopores between control volume pressure Ph ¼ 80 bar and Pl ¼ 70 bar of Lc ¼ 136.178 nm and W ¼ 1 nm;
(b) W ¼ 2 nm; (c) W ¼ 4 nm; (d) W ¼ 10 nm pores. We also show the locations of the strongest adsorption layer by dotted lines.

Fig. 13. (a) Velocity profiles in the x direction at the 1/4, 1/2, 3/4 lengths in nanopores between control volume pressure Ph ¼ 200 bar and Pl ¼ 190 bar of Lc ¼ 136.178 nm and
W ¼ 1 nm; (b) W ¼ 2 nm; (c) W ¼ 4 nm; (d) W ¼ 10 nm pores. We show he locations of the strongest adsorption layer by dotted lines.
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small nanopores, molecules are more compact than in large pores.
We present velocity distributions of methane in the x direction at
different positions of pores of Lc ¼ 136.178 nm for flow between
Ph ¼ 200 bar and Pl ¼ 190 bar in Fig. 13. In contrast to flow between
Ph ¼ 80 bar and Pl ¼ 70 bar, molecular velocity is lower in nano-
pores due to higher densities. Again, the molecular velocity on the
surface is non-zero and the mobility of adsorption layer greatly
enhances flow in nanopores. For W ¼ 1 nm, velocity on the surface
is slightly higher than that in the middle of the pores. As shown in
Fig. 11, methane molecules mainly adsorb on the surface and there
are much fewer molecules in the middle of the pores. Thus, in such
small nanopores, methane molecules mainly flow through
adsorption layer. When W � 2 nm, molecular velocity on the sur-
face is comparable to that in the middle of the pores.

4. Conclusions

In this work, we used GCMC simulations to study adsorption of
mixtures and DCV-GCMD simulations to investigate methane flow
in shale nanopores.

The adsorption of C1-nC4 indicates that in small nanopores, as
pressure decreases, lighter component adsorption decreases, but
heavier component adsorption increases. This behavior shows that
as pressure drops, the heavier component may not be readily
produced from nanopores. We also studied CO2eH2O mixture
adsorption in carbon nanopores and found that due to hydrophobic
surfaces, CO2 dominates in nanopores. The comparison to clay
nanopores indicates that H2O molecules are less likely adsorbed in
hydrophobic kerogen nanopores but predominately in clay nano-
pores. The adsorption of pure nC4 and nC4-CO2 mixture indicates
that when pore size is small (H ¼ 1 nm), CO2 injection may help
recovery of heavier hydrocarbons only at high pressure condition.
However, when pore size is larger (H ¼ 3 nm), CO2 injection can
help recovery of heavier hydrocarbons from nanopores at low
(P ¼ 10 bar) or high pressure (P ¼ 300 bar) conditions due to
different reasons. At low pressure, the injection of CO2 can prevent
the capillary condensation of nC4; at high pressure, the competition
from CO2 adsorption reduces nC4 adsorption.

Methane flow in carbon slit pores is considerably enhanced in
small pore size and long length. The increase in flow can be more
than two orders of magnitudes compared to HP equation. Our re-
sults at low pressure difference between the two ends of the slit
pore are in agreement with high pressure difference results. For
W ¼ 1 nm, molecular flux decreases with pressure; for W � 4 nm,
flux increases with pressure. Overall, when W � 2 nm, fluxes be-
tween Ph ¼ 80 bar and Pl ¼ 70 bar and between Ph ¼ 200 bar and
Pl ¼ 190 bar are comparable.

The findings from molecular simulations of phase behavior and
flow can be converted into simple expressions for use in the con-
ventional reservoir simulations after we study various fluids and
rocks extensively.
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