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A B S T R A C T   

We present numerical modeling of CO2 injection in lab and field scales using fully unstructured grids with Fickian 
diffusion. The focus is on CO2 injection because of its wide range of applications and environmental and eco-
nomic benefits. We demonstrate predictions of experimental measurement results without tuning and/or 
adjustment of Fickian diffusion coefficients and flow parameters. The spatial and temporal discretization in the 
algorithm allows for accurate description of the physics of the flow. Unstructured gridding at the lab scale 
simulation increases accuracy of Fickian diffusion flux computations. In this work we also compare the efficiency 
and accuracy of our algorithm to two-point and multi-point flux approximations. A grid sensitivity analysis 
demonstrates low mesh dependency of the model.   

1. Introduction 

Reservoir simulation of flow processes in complex reservoirs is an 
important tool in the investigation of various fluid injection schemes. 
Examples of applications include gas injection in oil reservoirs and 
recycling in rich gas condensate reservoirs where the subsurface may be 
heterogeneous. Specific examples are CO2 injection, potentials from 
enhanced oil recovery, and sequestration with its accompanying climate 
benefits. Simulation of CO2 injection in the subsurface has much more 
complexities than hydrocarbon gas injection due to various density ef-
fects as will be demonstrated in this paper. 

Reservoir simulation is based on division of a physical domain into 
grid-blocks. Current gridding approaches are generally Cartesian, 
approximately Cartesian, and Voronoi/perpendicular bisector (PEBI) 
grids [1–3]. In this work the terms “mesh” and “grids” are used inter-
changeably. The Cartesian gridding [4,5] and in general gridding that 
includes pillars or vertical structure may not allow the capture of 
geologic details [1]. Unstructured gridding allows to include the archi-
tecture of the formation to be included and allows realistic description of 
the physical domain [6–9]. There is a limited literature on unstructured 
gridding in compositional multiphase flow compared to a vast literature 
on structured gridding [10]. In [11] the authors present a model for 
compositional simulation on unstructured gridding with an explicit time 

discretization scheme. In [10] the authors propose an equation of state- 
based implicit simulator applied in Voronoi type unstructured gridding. 
The Voronoi grids are superior to structured grids; however, their 
application is limited to 2.5 D. The use of Cartesian gridding in complex 
formations may be inefficient. In [12] it is concluded that the techniques 
associated with Cartesian grids (such as local grid refinements (LGR)) in 
complex reservoirs make the simulation impractical. LGR in areas of 
interest may require significantly finer gridding and consequently 
higher CPU time and memory. In addition, Cartesian LGR [13] and 
hybrid LGR do not align with the grid lines in complex formations [14]. 
In an alternative approach, the hybrid grid generation is presented in 
[15] where the finite difference (FD) grids around the faults are replaced 
with tetrahedra. This technique is known as the locally unstructured 
gridding [15–18]. It overcomes the limitations of traditional full FD 
gridding, but it retains the FD character of the simulation. In this work 
we demonstrate that efficiency and accuracy can be achieved in complex 
domains discretized by fully unstructured gridding [39]. 

The two-point flux approximation (TPFA) does not converge to the 
correct solution on non K-orthogonal meshes [19]. When coupled with 
the finite difference (FD) and finite volume (FV) approaches, excessive 
numerical dispersion and grid sensitivity is observed caused by the 
single up-winding scheme [20]. Those issues become critically impor-
tant in compositional flow where phase behavior depends on the 
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composition of the components. Additionally, this effect is reflected on 
the rest of the domain. To overcome these limitations, the multipoint 
flux approximation (MPFA) has been introduced [21–28]. Despite its 
advantages, MPFA involves a larger stencil leading to a denser Jacobian 
matrix [29] and does not necessarily produce a monotone pressure field 
for highly heterogeneous permeability and/or distorted cells. The mixed 
hybrid finite element (MFE) overcomes all of the aforementioned limi-
tations and therefore is a natural choice for the applications presented in 
this paper [30–38]. 

The MFE is used with an implicit time scheme to solve for the 
pressure. The solution of the mass balance equations is based on an 
implicit time scheme to overcome the limitation of Courant-Friedrichs- 
Lewy (CFL) condition on the size of time step. The implicit solution of 
the transport equation in compositional two-phase flow is more 
complicated than single-phase flow, and immiscible two-phase flow. 
Different approaches have been reported in the implicit discretization of 
compositional two-phase flow [40–44]. The main differences in those 
approaches are the choice of variables and the thermodynamic con-
straints. Details of our implicit formulation can be found in [45,46]. 

CO2 injection in subsurface formations covers a wide range of ap-
plications: CO2 injection for enhanced oil recovery, CO2 storage in 
depleted reservoirs, and CO2 sequestration in saline aquifers. In US 
alone, more than 7 billion USD have been invested in CO2 related pro-
jects [47]. When CO2 is in contact with oil and/or water, different 
processes become critical in describing fluid flow. Dissolution of CO2 
both in the aqueous phase and the oil phase, and dissolution of light 
components of the oil phases in the CO2-rich has phase may create 
density contrast that may induce different types of gravity fingering 
which alter fluid flow path. The authors in [48] present an experimental 
study to visualize the growth of fingers of CO2 in the aqueous and oleic 

phases at high pressure. The model presented in [49] accounts for 
convective mixing of CO2 in a single-component oil phase. Very fine grid 
discretization is used to observe the gravitationally induced fingers that 
cannot be resolved with coarse grids. In addition to gravitationally 

Fig. 1. Domain showing the injection and production wells; injector is located 
at the center and all producers are located at 0.75 R from the center where R is 
the radius (R = 100 m in this example): Example 1. 

Fig. 2. CO2 overall mole fraction with original mesh (a) and 45◦ perturbed mesh (b): Example 1.  

Fig. 3. Number of Newton iterations in our simulations compared to AD with 
TPFA and MPFA: Example 1. 

Fig. 4. Simulation domain geometry discretized with unstructured tetrahedron 
elements: Example 2. 
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induced fingers, molecular diffusion has been shown to be an important 
rate-controlling mechanism in CO2 flooding [50]. The experimental data 
are used to measure the diffusivity of CO2 in hydrocarbons and water at 
reservoir conditions. Experimental and simulation results are presented 
in [51] for CO2 injection in a chalk sample saturated with n-C10. Nu-
merical modeling of the experiment in [51] is based on the commercial 
simulator Eclipse 300 in 2D. The diffusion coefficients in [51] are esti-
mated with an optimization algorithm that gives the best fit to the 
experimental data. In [52] laboratory, and numerical simulations are 
presented for CO2 injection in a sandstone core saturated with a mixture 
of hexane and decane. The authors [52] use the commercial simulator 
CMG (Computer Modeling Group) in 2D to model the experimental data. 
Another study in [53] presents a numerical modeling study of gas in-
jection followed by CO2 injection in a chalk core based on experimental 
data. The core is initially saturated with synthetic oil mixture of C1 and 
n-C7. The authors [53] use two different commercial simulators, 
SENSOR and Eclipse 300, both applied in 2D simulations. They [53] 
report that both simulators give nearly the same results. In a recent work 
[54], experimental and numerical studies are conducted for CO2 injec-
tion in one-meter-long tight core. Immiscible CO2 flooding is researched 
in [54], and experimental results indicate that injection pressure and 
CO2 diffusion are among the main parameters that affect production 
performance. The authors in [54] use the CMG simulator with 3D corner 

point grids to mimic the cylindrical shape of the core. A sensitivity 
analysis is conducted in relative permeability to history match the data. 
In [55] a lab scale simulation for CO2 injection is studied using struc-
tured grids. 

Density effects in CO2 injection may result in frontal instabilities. In 
such cases, Fickian diffusion may have a drastic effect on flow path and 
process performance. If diffusion is neglected, early breakthrough oc-
curs leading to low oil recovery. In addition, exchange of species by 
diffusion may affect phase behavior leading to higher oil recovery from 
swelling and/or viscosity reduction. A proper description of diffusion is 
critical in compositional flow. A generalized Fick’s law to multicom-
ponent mixture for instance violates molar balance in multicomponent 
mixture by considering a diagonal matrix of diffusion coefficients [55]. 
Calculation of diffusive fluxes from gradients of compositions does not 
describe the diffusion properly because the compositional gradients are 
defined within a single phase. In this work a proper description of the 
diffusion fluxes is presented. The adopted approach is based on the 
chemical potential gradients proposed. This approach does not require 
phase identification and diffusion fluxes could be computed across phase 
boundaries. In this work we introduce the idea of unstructured gridding 
in applications related to CO2 injection, without adjustment and/or 
tuning of diffusion coefficients. We demonstrate that the physics is 
accurately described with the adopted diffusion model and the proper 
choice of grid type. The flow parameter are used without adjustment. 

The rest of this paper is organized as follows. First, we provide a 
general description of the model and the governing equations that 
describe compositional two-phase flow; then three numerical examples 
are presented to highlight the features of our model; and finally, we end 
with a summary of our main conclusions. 

2. Mathematical model 

The mass balance of component i in compressible two-phase (gas and 
oil) flow of an nc -component mixture is given by: 

Table 1 
Oil composition: Example 2.  

Component Overall mole fraction 

CO2  0.0824 
N2 + C1  0.5166 
C2  0.0707 
C3  0.0487 
C4-C5  0.0414 
C6-C9  0.0656 
C10-C14  0.0613 
C15-C19  0.0371 
C20+ 0.0762  

Fig. 5. CO2 overall mole fraction at different PVI with and without Fickian diffusion: Injection from the top (11643 grids): Example 2.  
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ϕ
∂czi

∂t
+∇.

(
∑

α
cαxi,αvα +SαJi,α

)

= Fi, i = 1...ncinΩ × (0, τ) (1) 

The velocity of phase α is given by Darcy’s law: 

vα = −
Kkrα

μα
(∇p − ραg) = − λαK(∇p − ραg),α = o, g (2) 

The pressure equation is based on the concept of total volume bal-
ance [56,57] given by: 

ϕCt
∂p
∂t

+
∑nc

i=1
Vi∇.

(
∑

α
cαxi,αvα + SαJi,α

)

=
∑nc

i=1
ViFi (3) 

In the above equations, α is the phase index (gas and oil),ϕ denotes 
the porosity,vα the velocity of phase α , c the overall molar density of the 

Fig. 6. Iso-surface of CO2 overall mole fraction at different PVI with and without Fickian diffusion; injection form the top (11643 grids): Example 2.  

Fig. 7. Vertical cross section showing half of the domain in two different grid types, tetrahedra (a) and hexahedra (b): Example 2.  
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mixture, and zi and Fi are the overall mole fraction and the sink/source 
term of component i in the mixture, respectively. cα is the molar density 
of phase α and xi,α is the mole fraction of component i in phase α. K is the 
absolute permeability, krα, μα and ρα are the relative permeability, dy-
namic viscosity and mass density of phase α , respectively, with λα =

krα/μα; p is the pressure and g is the gravitational acceleration. Ct is the 

total compressibility and Vi is the total partial molar volume of 
component i. Sα the saturation of phase α, Ji,αis the diffusive flux of 
component i in phase α, Ω is the computational domain andτ τ denotes 
the simulation time. 

We calculate the variation of molar density of a component in one of 

Fig. 8. CO2 overall mole fraction without diffusion (a), with diffusion (b): at 50% PV injection from the bottom (11643 grids): Example 2.  

Fig. 9. Oil recovery from injection from the, top (a), bottom (b), and side (c): Example 2.  
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the two phases with respect to the total molar density, ∂cα,i/∂ci∂cα,i/∂ci at 
constant volume and temperature using the equality of fugacities 
[58–63]. 

The molar Fickian diffusion flux in phase α for an nc– component 
mixture is given by: 

Jα = − Dαcα∇xα (4)  

where Dα is the matrix of molecular diffusion coefficients and xαis the 
component mole fraction in phase α. The off-diagonal matrix entities in 
Dαare often set to zero, however, a realistic diffusion model should 
include both diagonal and off-diagonal entities [64,65]. Equation (4) 
cannot be used when a grid cell has only oil and the cell next to it has 
only gas or is in two phase state. In such conditions, we calculate the 
diffusive fluxes based on the chemical potential gradients as suggested in 
[66]. In this formulation, the driving force of the diffusion flux is the 
chemical potential gradient, and the diffusive flux is given as follows: 

Ji,α = −
ϕSαcα

RT

∑nc − 1

j=1
xj,α∇μj,α

(
Bi,j,α

)− 1 (5)  

with R the gas constant and T the temperature, μj,α is the chemical po-
tential of component j in phase α, and B is a matrix derived from the 
Stefan − Maxwell diffusion coefficients. The Stefan-Maxwell diffusion 
coefficients are calculated based on the generalized Vignes relation for 
infinite diluted components as follows [67]: 

Di,j =
(
Di,j,inf

)xj (Di,j,inf
)xi

∏nc

k = 1
k ∕= i, j

(
Di,k,inf Dj,k,inf

)xk/2 (6) 

In the above equation Di,j is the Stefan-Maxwell molecular diffusion 
coefficient of the pair i-j and Di,j,inf is the molecular diffusion coefficients 
of component i infinitely diluted in component j. The plots in [68] 

Fig. 10. CO2 overall mole fraction without diffusion (a), with diffusion (b): at 50% PVI: Horizontal Injection (11643 grids): Example 2.  

Fig. 11. The Egg domain showing locations of injection and production wells; 18,533 grids: Example 3.  
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indicate that for a porosity higher than 20% the tortuosity is less than 
two; we could safely ignore the adjustment of diffusion coefficients for 
tortuosity in this work in relation to predictions in Example 2 to be 
discussed later. 

The proposed formulation implies that at equilibrium condition 
there in no diffusion flux. This is justified by the fact that the main 
driving force is the chemical potential gradient. This will be demon-
strated in the example presented in appendix A. Injecting a binary 
mixture of equilibrium gas into the same (oil) binary mixture should be 
unaffected by the effect of diffusion as will be shown in appendix A. 
Away from equilibrium, the effect of diffusion may affect flow 
performance. 

3. Numerical discretization 

We present in this section the numerical discretization scheme of the 
proposed model. A finite volume integration of equation (1) gives: 

GK,i = ∅|K|
czn+1

i,K − czn
i,K

Δt
+
∑

E∈∂K

∑

α
(cαxi,α

n+1qα,K,E +∇μE) − |K|Fi = 0 (7)  

where |K| is the surface area of the finite element K, cαxi,α is the upstream 
value of cαxi,α, and qα,K,E is the normal flux of phase α at the interface E of 
element K. The above equation is solved implicitly using the Newton- 
Raphson method. More details about the implicit solution of two- 
phase compositional flow could be found in [45]. ∇μE is the gradient 
of chemical potential at the interface E multiplied by 
(
Bi,j,α

)− 1ϕSαcαxj,α/RTΔx. The phase fluxes in the equation above are 
evaluated with the MFE as follows: 

qα,K,E = αK,EpK −
∑

E’∈∂K

βK,E,E’tpK,E’ − γK,E (8)  

where αK,E, βK,E,E’ and γK,E depend on the geometrical shape of the 
element and the mobility, see [30] for more details. 

4. Numerical examples 

Following we present three numerical examples to highlight the 
features of our algorithm. Unless mentioned otherwise, the endpoints 

Fig. 12. Kx permeability distribution [md]: Example 3.  

Fig. 13. Different mesh refinement with unstructured prims: Example 3.  

Table 2 
Selected production wells to compare CO2 overall mole 
fraction: Example 3.  

Well name Coordinates triplet 

Well_1 (180,124,2) 
Well_2 (340,140,2)  
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Fig. 14. Overall mole fraction of CO2 with different mesh refinements at the producer 1 (a) and producer 2 (b): Example 3.  

Fig. 15. Overall mole fraction of CO2 at well_1 (a) and oil recovery (b) with and without diffusion: Example 3.  

Fig. A1. Fourth of the domain (a) and the corresponding discretization mesh (b) (11431 grids).  
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relative permeabilities for gas and oil are 0.2 and 0.6 respectively with a 
power of 2 for both in all the simulations. This is justified in CO2 in-
jection since CO2 alters the wettability of the rock and therefore it is 
assigned a lower endpoint relative permeability. Production is per-
formed at constant pressure and injection is at constant volumetric rate 
in all examples. Capillary pressure is neglected in this work; this is 
justified by the low interfacial tension and the high solubility of CO2 in 
oil. Note that the domain is assumed to be rigid; the physical properties 
of the domain (permeability, porosity) do not change with the variation 
of pressure. 

4.1. Example 1: Mesh dependency 

In this example we compare the effect of mesh distortion on the ef-
ficiency and accuracy of the proposed formulation. We consider CO2 
injection in a circular reservoir saturated with a mixture of 70% CO2, 
25% C1 and 5% C4 presented in [69]. The reservoir pressure is 125 bar 
and the temperature is 380 K. Injection is performed at a constant rate 
(100 m3/day) at the center and production is performed at three pro-
ducers equally distanced from the injector (Fig. 1). The number of 
Newton iterations in the implicit discretization is a measure of the ef-
ficiency of the algorithm and the proposed formulation. In [69] the 
automatic differentiation (AD) is used in the implicit discretization. Our 
implicit formulation is discussed in detail in [45]. To study the effect of 
gridding on the performance of the algorithm, the authors [69] consider 
different rotation angles of the grids towards the left producer from 0 to 

45◦. We consider the same study in this example and compare the 
number of Newton iterations obtained in our formulation using MFE 
discretization to AD in [69] with two discretization schemes, TPFA and 
MPFA. In Fig. 2 we show CO2 overall mole fraction with the original and 
the 45◦ perturbed meshes. 

In Fig. 3 we show the average number of Newton iterations in our 
algorithm compared to that of [69] in TPFA and MPFA. Results show the 
lowest number of Newton iterations are obtained in our implicit 
formulation using the MFE discretization compared to AD in TPFA and 
MPFA from [69]. Similar CO2 profiles are obtained in the original and 
the perturbed mesh. The CO2 profiles and the low number of Newton 
iterations demonstrate the efficiency and accuracy in addition to the low 
mesh dependency of the proposed algorithm. 

4.2. Example 2: Fickian diffusion 

We investigate the effect of Fickian diffusion and gridding in lab 
scale simulations in 3D. This example has been studied in 2D with 
structured grids [66]. In this work we use a cylindrical domain in the 
simulation to allow true representation of the geometry. Our simulations 
are based on fully unstructured 3D grids. The major motivation is that 
we account not only for pore volume but also cross-sectional area and 
randomness of diffusion. The domain/core measures 27.3 cm long with 
a diameter of 3.8 cm (Fig. 4). CO2 is injected uniformly at one side at a 
constant rate of 1 pore volume per day (PV/D) and production is at a 
constant pressure of 441.3 bar at the opposite side. The temperature is 
held constant at 331.2 K. The permeability is 221 md and the porosity is 
13%. At the given conditions, the CO2 density is 0.92 g/cc and the oil 
density is 0.74 g/cc. The oil composition is given in Table 1 and details 
of PVT analysis of the oil are provided in [66]. The residual oil saturation 
is set to 10%,’ when the phase behavior is strong, the residual oil 
saturation to CO2 is not relevant. The density difference may create an 
unstable front. 

We perform simulations of injection from the top and the bottom in a 
vertical core, and injection from the side in a horizontal core. In the 
simulations we investigate the effect of diffusion by considering two 
cases in each injection scenario, with and without Fickian diffusion. In 
the following we first discuss the simulation results of injection from the 
top. 

The overall mole fraction of CO2 in the core at different pore volume 
injection (PVI) is shown in Fig. 5 (with and without diffusion). The 
higher density of CO2 (compared to that of the oil) makes the flow 
gravitationally unstable. Without Fickian diffusion, this instability cre-
ates gravitational fingers. With Fickian diffusion, the fingering becomes 
less severe, and the interface becomes more stable. In Fig. 6 we show two 
iso-surfaces of CO2 overall mole fraction at different PVI with and 
without diffusion. 

Results shown in Figs. 5 and 6 confirm that diffusion stabilizes the 
front which delays breakthrough, and the oil recovery performance is 
improved. But the fingers are not completely suppressed. Simulations in 
2D geometry require significant reduction of diffusion coefficients as 
reported by [66]. A 3D domain, however, gives a better description of 
the physics. In addition, the type of grid used in 3D (unstructured 
tetrahedra) better describes complicated flows. In our discretization, the 
physics of flow is described without the need to use multipliers on the 
diffusion coefficients. In Fig. 7 we present a cross-section of the domain 
showing the grids in tetrahedra and in hexahedra meshes. The flow is 
dominant in the vertical direction; therefore, when hexahedron gridding 
is used, the horizontal interfaces of the grids are the main flow paths of 
the fluxes. Flux exchange between the elements is therefore dominant in 
the vertical adjacent elements. In this example, the same simulation is 
run on hexahedron grids (results not shown) and a uniform displace-
ment is observed when Fickian diffusion is included. The unstructured 
tetrahedra allow for even flux distribution, leading to more accurate 
description of the physics compared to hexahedron grids. An excessive 
mesh refinement in structured mesh may describe the physics 

Fig. A2. Cumulative oil production with and without diffusion compared 
to experiment. 

Table A1 
Diffusion coefficient matrix in gas phase [m2/s].   

CO2 C1 C7 

CO2 2.57E-08 2.15E-10 − 2.27E-12 
C1 − 1.87E-08 4.22E-09 − 6.33E-10 
C7 1.19E-08 1.45E-08 1.96E-08  

Table A2 
Diffusion coefficient matrix in oil phase [m2/s].   

CO2 C1 C7 

CO2 1.48E-08 − 4.47E-11 − 6.61E-12 
C1 − 1.02E-08 1.99E-09 − 1.25E-09 
C7 6.77E-09 9.40E-09 1.26E-08  
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accurately, however, this comes at a high computational cost. In this 
example, the algorithm can capture the gravitationally induced fingers 
with a mesh of 11,643 tetrahedron grids. 

In addition to injection from the top in the vertical core we simulate 
injection from the bottom in the vertical core and injection form the side 
in the horizontal core. All other parameters are the same. Although CO2 
is heavier than the oil, when CO2 is injected from the bottom, the 
evaporation of light components into the supercritical CO2 phase leads 
to an unstable interface (see Fig. 8). Despite the interface instability, the 
recovery performance is higher in bottom injection than in top injection 
as shown in Fig. 9. 

In horizontal injection, the density difference and low viscosity of 
CO2 results in gravity segregation (see Fig. 10) and there is early 
breakthrough. Recovery performance in horizontal injection is higher 
than in top injection, and lower than the bottom injection scenario. 

In order to assess the relative importance of Fickian diffusion, 
detailed discussion of Péclet number in compositional flow is presented 
in appendix B. 

4.3. Example 3: Egg shape geometry 

The Egg-shape permeable medium (Fig. 11) is adopted from [70]. 
The original domain consists of a channelized reservoir in the form of 
discrete permeability fields. The domain is discretized with 60 × 60 × 7 
structured hexahedron FE; that is a total of 25,200 elements of which 
18,553 cells are active. Several publications have used the domain for 
different types of flow simulation [71]. The input data files of the 
domain are accessible to external users through Sintef repository [72]. 
The Egg domain contains 8 injection wells and 4 production wells. Lo-
cations of injection and production wells are shown in Fig. 11. In this 
example the reservoir is saturated with the 8-component oil mixture 
presented in Example 2 and using the same residual oil saturation. CO2 is 
injected at constant rate of 5% PV/year. 

The domain has a constant porosity of 20% while the permeability 
varies from 70 md to 7000 md. The permeability values along the x,y, 
and z directions are provided on Sintef website for each grid-cell in the 
domain. Fig. 12 shows the Kx permeability distribution. 

Fig. B1. Péclet number for CO2 in example 2 (a) and example 3 (b).  
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Various authors in the literature have used the same structured 
hexahedron grid type [11,71,72] for the Egg shape domain. In this 
example the Egg domain is discretized with unstructured prisms. 

We consider five different mesh refinements in Fig. 13 (between 
1700 and 49,000 elements, with the latter used as a reference solution 
mesh; more refinement does change the results). We compare the vari-
ation of overall mole fraction of CO2 in two production wells for all 
meshes. The coordinates of selected wells are given in Table 2. Results 
are shown in Fig. 14. In a problem with a total of 12 injection and 
production wells, along with the phase behavior complexity, a coarse 
mesh of 1700 elements gives inaccurate results (Fig. 14). A mesh 
refinement of 12,000 grids and above is required to produce accurate 
results. As shown in Fig. 14, the difference between the 12,000 grids and 
23,000 grids results is small up to 0.5 PVI and becomes nearly identical 
above that. A relatively coarse mesh of 12,000 elements demonstrates 
the accuracy and efficiency of the algorithm in problems with different 
degrees of complexity. 

To study the effect of diffusion at reservoir scale a simulation with 
diffusion is conducted using mesh_4. Results do not show a difference 
compared to the original case without diffusion. This is related to the 
high number of wells that makes the flow convective dominant. Despite 
the heterogeneity of the domain, the permeability contrast is not high 
enough to clearly observe the effect of Fickian diffusion. To overcome 
this limitation, we adjust the permeability distribution to have a lower 
value of 2 md, that is 35 times less than the original value. With this 
configuration the effect of diffusion is more pronounced. Fig. 15a shows 
the overall mole fraction of CO2 at well_1 with and without diffusion. 
Results show how diffusion reduces the overall mole fraction of injected 
CO2 at the producer which increases to oil recovery by less than 10% 
(Fig. 15b). 

5. Concluding remarks  

• We present an implicit numerical model for compositional two-phase 
flow in fully unstructured grids in 2D and in 3D. The algorithm 
provides representation of the physics of flow.  

• Our algorithm shows low mesh dependency in compositional flow in 
CO2 injection.  

• The algorithm is demonstrated to be efficient in terms of Newton 
iterations in perturbed grids, partly related to our implicit formula-
tion and partly due to the MFE discretization.  

• In CO2 injection with consideration of gravity and Fickian diffusion, 
use of unstructured gridding has a significant effect on accuracy of 
simulations. Use of Cartesian geometry and idealization might not 
describe the physics properly. In 3D with unstructured gridding the 
flow path is predicted accurately.  

• In field scale, and with high permeability contrast the effect of 
diffusion has a positive effect on recovery and may not be ignored. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Acknowledgement 

This work was supported by the member companies of the Reservoir 
Engineering Research Institute (RERI) whose support is gratefully 
acknowledged.  

Appendix A 

We present numerical simulation of lab experiments from gas injection in fractured from [73]. In the experiments, a mixture of methane and n- 
heptane is injected. The fractured media are saturated with the same binary hydrocarbon in liquid state. The injection gas and the liquid in fractured 
media are in equilibrium. At the end of equilibrium gas injection after 4.2 days, CO2 is injected for 2.2 days. In equilibrium gas injection, there should 
be no effect from diffusion flux despite the fact that diffusion coefficients are not zero. In CO2 injection, we should expect diffusion effect on recovery. 
However, because of closeness to the critical point the effect may not be pronounced as established from theory [74]. The IFT value of the binary is 
0.15 mN/m, for the ternary mixture the IFT is even lower at 0.08 mN/m. These are calculated based on parachors and verified with the measured data 
in [73]. The IFT values are at the pressure and temperature conditions of the experiments. 

The domain consists of a chalk core of 19.6 cm length and 3.8 cm diameter. The core permeability is 5 md and has a porosity of 44%. The fracture 
surrounds the core. Details of the creation of this fracture are given in [73]. Fig. A1 shows the domain and the discretization mesh of one fourth of the 
simulation domain. We use the same relative permeabilities as those described in the main text. 

Fig. A2 presents the oil recovery from our simulations with and without diffusion. In the period of equilibrium gas injection there is no contribution 
from diffusion as expected. In CO2 injection diffusion may contribute to recovery, however the effect may not be pronounced close to the critical point. 
In Tables A1 and A2 we list the full diffusion coefficient matrix in both oil and gas phases. 

Reference [53] presents the simulation of the data from [73]. Unlike our simulations in which there is no adjustment of data, the authors adjust the 
injection rate of hydrocarbon injection; they reduce the injection rate from 0.1 cm3/min to 0.0386 cm3/min for 0.068 days. In the CO2 injection, the 
rate is increased from 0.1 cm3/min to 0.364 cm3/min for 0.3 days and then reduced to 0.07 cm3/min. Our simulation results are in agreement with the 
data. The measured recovery from CO2 injection is somewhat higher than our predictions. We believe the measured data show the true trend. In our 
work we neglect capillary pressure. There is a small reduction in capillary pressure from CO2 injection because of the reduction in interfacial tension. 
The reduction in capillary pressure may result in increase in recovery. When diffusion coefficients are small, the effect of diffusion becomes less 
significant, but cannot be neglected as opposed to what is reported in the literature. 

Appendix B 

In high permeability rocks the advection process usually dominates over the diffusion [75]. In such cases the Fickian diffusion may be neglected in 
in the simulations. In other applications, the diffusion effect might not be negligible. The dimensionless Péclet number provides a measuring tool to 
assess the relative importance of the molecular diffusion. Péclet number in 1D single-phase flow is given as follows: 

Pe =
vL
D

(7)  

where v is the velocity, L is the characteristic length and D is the diffusion coefficient. In 3D there is no well-established approximation of the above 
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equation for multiphase multicomponent compositional flow. In this work we present a modified approach for Péclet number for CO2 in 3D for 
compositional two-phase flow as follows: 

Pei = max
[

abs
((

vxαLx

Diα
,
vyαLy

Diα
,
vzαLz

Diα

))]

⌊α = o, g; i = 1..nc 

In the above equation Péclet number is computed for each component i in phase α from the maximum velocity component along the three axes x, y 
and z. 

In Fig. B1 we show Péclet number for CO2 in Example 2 (injection from the top) and Example 3. Results show that in most of the domain in Example 
2 the Péclet number for CO2 is less than one. In contrast, for Example 3 Péclet number is higher than one and reaches a maximum of more than 10,000 
in some parts of the domain. This is because of high flowrate and the effect of multiple injection and production wells on the convective flow. 
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