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A B S T R A C T   

When designing a reinjection scheme for geothermal development, one needs to predict the flow and thermal 
behavior between the recharge and discharge wells. Premature thermal front breakthrough is of great concern 
and is often observed in real fields. However, prediction methods based on homogeneous media are prone to 
overly optimistic estimates. In this study, geothermal reservoirs with vertical fractures which are discretely 
distributed in the permeable rock are considered, and the streamline simulation is developed and applied to 
evaluate the thermal front movement, represented by the characteristic times t∗D. With 1000 simulation results for 
stochastically generated natural fracture systems, regression models are developed for the expected values of t∗D 
with minimal information requirements on fracture parameters. In general, the fracture orientation θf has a 
stronger negative correlation with t∗D than the total fracture length Σf . The intensity of natural fractures has 
opposing effects (delay or advance) on t∗D depending on θf , and taking this effect into account improves the 
quality of the regression model. In addition, when the pressure difference between the doublet wells is available, 
the model accuracy is further improved by incorporating pressure data into the regression. The prediction models 
are of practical use for understanding the thermal behavior and designing a reinjection scheme in fractured 
geothermal reservoirs.   

1. Introduction 

Geothermal energy has been considered as one of the promising 
energy resources due to its large reserves, low carbon footprint, and non- 
intermittent deliverability. Heat extraction can be enhanced, and the 
lifetime of geothermal resources can be extended by continuous rein-
jection of produced water back into the producing reservoir (Bödvarsson 
and Tsang, 1982; Gringarten, 1978; Mahmoodpour et al., 2022; Ste-
fansson, 1997), which maintains the reservoir pressure and also meets 
environmental requirements for fluid disposal. The reinjected water is 
much colder than the geothermal formation, and reinjection results in 
cooling around the recharge (injection) well. Such a cooled area expands 
with time, and eventually, the cold water front reaches the discharge 
(production) well. The potential risk of reinjection is the premature 
breakthrough of the cold thermal front to the discharge well, which 
significantly degrades the efficiency of heat extraction (Li et al., 2016). A 
sound design should prevent early cold front breakthrough. 

Theoretical studies are well established (Gringarten and Sauty, 1975; 

Lauwerier, 1955; Schulz, 1987; Stopa and Wojnarowski, 2006) for the 
thermal front movement in homogeneous media. The work of Grin-
garten and Sauty (1975) is a practical extension of Lauwerier (1955); it 
has been used to study several geothermal developments (Brun et al., 
2011; Satman, 2011; Tsang et al., 1980). Lauwerier (1955) proposed an 
analytical solution for temperature variation along a linear segment 
between recharge and discharge wells (doublet wells) with heat loss to 
confining layers, assuming constant fluid velocity. Gringarten and Sauty 
(1975) applied the Lauwerier’s solution to stream channels between 
doublet wells, along which the fluid velocity is expressed as a function of 
the stream channel area from the recharge well. The semi-analytical 
model can simulate thermal behavior in homogeneous media with 
heat exchange from surrounding rocks and is applicable to different well 
arrangements, including doublet wells. 

In geothermal fields, premature cold front breakthrough is often 
observed (Fadel et al., 2022; Pruess and Bodvarsson, 1984), and the 
models based on the assumption of homogeneous media end up with 
overly optimistic estimates. The thermal front movement is highly 
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dependent on geothermal field geology (Bödvarsson and Tsang, 1982). 
Most geothermal fields are heterogeneous and naturally fractured, and 
prediction of thermal front movement requires consideration of prefer-
ential flow paths due to fractures. Bödvarsson and Tsang (1982) 
considered a geothermal reservoir containing equally spaced horizontal 
fractures that are completely penetrated by a recharge well. Owing to 
symmetry, only one sector consisting of a single fracture is modeled, 
where radial flow within a horizontal fracture between impermeable 
rock is examined. Pruess and Bodvarsson (1984) considered a more 
drastic path between recharge and discharge wells; that is, 
one-dimensional linear flow through a vertical fracture embedded in 
impermeable rock, and investigated thermal interference along a pref-
erential flow path. 

The geological setting of interest in this study is geothermal reser-
voirs with vertical fractures discretely distributed within permeable 
rock, which describes many geothermal fields (Boersma et al., 2021; 
Fadel et al., 2022; Glaas et al., 2021; Mahmoodpour et al., 2022). For 
fractured reservoirs, idealized approaches are often used, such as 
dual-porosity modelling (Kazemi et al., 1976; Warren and Root, 1963) 
and permeability anisotropy (Durlofsky, 1991; Pickup et al., 1994). 
These approaches assume that fracture heterogeneity may be simplified 
to macroscopic homogeneity, which is reasonable for a diffusive 
(equalization) process, such as pressure behavior. Thermal front 
movement, however, is a process of differentiation rather than equal-
ization, and the idealized approaches may overlook the true influence of 
natural fractures on the thermal front movement. Indeed, when applied 
to geothermal development, the permeability anisotropy approach 
(Dussel et al., 2016) does not properly model the premature break-
through (Fadel et al., 2022). 

The complex variable boundary element method (CVBEM) has been 
developed to accurately model discretely distributed fracture systems 
and verified by simulating fluid displacement behavior (Sato and 
Abbaszadeh, 1996) and evaluating the equivalent permeability tensor 
(Nakashima et al., 2000). The approach has been used to study the effect 
of discrete fractures on isothermal tracer flow (Sato and Abbaszadeh, 
1996), horizontal well productivity (Sato, 1997, 2000), drained rock 
volume between fractured wells (Khanal and Weijermars, 2019), and 
sweep patterns in water flooding (Weijermars et al., 2020). Unlike 
idealized approaches, the CVBEM accounts for the geometric charac-
teristics of individual discrete fractures and provides accurate and 
realistic fluid movement through fractured reservoirs. In this study, the 
technique proposed by Gringarten and Sauty (1975), which is applicable 
to a homogeneous medium, is implemented in the CVBEM to simulate 
the thermal front movement in fractured media. 

In the early stages of geothermal field development, detailed fracture 
characterization may not be available, and deterministic modelling of 
flow and thermal behavior in fractured media may not be described 
properly. The need for simple and inexpensive means to study reinjec-
tion in fractured geothermal reservoirs prompted us to develop easy-to- 
use prediction models with minimal information requirements on frac-
ture parameters. For this purpose, numerical experiments are performed 
with the above-mentioned simulator in order to collect data on the 
thermal front movement in stochastically generated fracture systems. 
The simulation results are analysed by using a nonparametric regression 
technique to uncover the relationship between response and predictor 
variables. The prediction model developed in this study is of practical 
use for understanding thermal behavior and designing a reinjection 
scheme in fractured geothermal reservoirs. 

2. Method of solution 

2.1. Streamline tracking through fractured media 

For an incompressible and irrotational fluid flow of pressure p and 
viscosity μ through a horizontal homogeneous porous medium of 
permeability k and porosity φ, the complex potential: 

Ω=Φ + iΨ (1)  

satisfies the Laplace equation 

∇2Ω= 0 (2)  

where Φ is the velocity potential, defined as Φ = (k /μ)p, and Ψ is the 
stream function. The Cauchy’s integral formula for the complex poten-
tial Ω, analytic inside and along a simple closed boundary Γ, is 

Ω(z)=
1

2πi

∮

Γ

Ω(ζ)
ζ − z

dζ (3)  

where ζ is on Γ and the contour integral is calculated by traversing so 
that the domain of interest lies on the left. This formula states that the 
values of Ω interior to Γ are completely determined by knowing the 
values of Ω on Γ. Since there may be no analytical evaluation of the 
contour integral in Eq. (3), the boundary Γ is divided into boundary 
elements and the integral is approximated as a summation of line in-
tegrals along the elements; the numerical procedure is known as the 
CVBEM (Sato, 2015). 

When there exist singularities, such as point sources/sinks (wells) 
and line objects (fractures), in the flow domain, the complete numerical 
solution Ω̃(z) is obtained by use of superposition. In the CVBEM, Ω̃(z) is 
given as the sum of the non-singular solution Ω̃ns(z), which is the nu-
merical approximation of Eq. (3), and the singular solutions for wells 
Ωwj(z) and fractures Ωfl(z): 

Ω̃(z)= Ω̃ns
(z) +

∑nw

j=1
Ωwj(z)+

∑nf

l=1
Ωfl(z) (4)  

where nw is the number of wells and nf is the number of natural frac-
tures. The singular solution Ωwj(z) for the well j located at zwj is given by 

Ωwj(z)= −
qwj

2πh
ln
(
z − zwj

)
(5)  

where qwj is the injection rate and h is the formation thickness. For the 
fracture l given by the line segment from z1 to z2 in the physical z plane, 
its singular solution Ωfl(χ) in the mapped χ plane is given by (Sato, 2015) 

Ωfl(χ)=
∑mL

n=1

a− n

χn +
∑mp

j=1

(
βjχpj

χ − χpj
+

βjχpj

χ − χpj

)

(6)  

where the first expansion is the Laurent series of order mL about the 
origin and the remaining expansions are the first-order Laurent series 
about mp complex conjugate pairs of poles located at χpj and χpj (Fig. A. 
1). The coordinate χ is defined by the inverse Joukowski transformation 
in terms of z1 and z2. The unknown coefficients a− n and βj are to be 
determined by the conditions given in Appendix A. 

The CVBEM is used for tracking streamlines, as they are the level 
curves of the stream function and Eq. (4) yields the stream function as its 
imaginary part. Let zj be a point on a certain streamline, which has a 
stream function of Ψ0, then the next point zj+1 can be found by solving 
the equation 

Ψ(z) − Ψ0 = 0 (7)  

for z. The time increment Δτj required for the fluid particle to move from 
zj to zj+1 is obtained as 

Δτj =
Δrj

vj
=φ

2|zj+1 − zj
⃒
⃒

⃒
⃒Wj+1 + Wj

⃒
⃒

(8)  

where the distance Δrj= |zj+1 − zj
⃒
⃒ is divided by the average interstitial 

velocity over the interval, vj= |Wj+1 + Wj| /(2φ) with the definition of 
complex velocity: W = − dΩ/dz. 
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Numerical procedures for the CVBEM, including detailed treatment 
of singularities and streamline tracking schemes, are described in Sato 
(2015). 

2.2. Temperature along streamlines 

Gringarten and Sauty (1975) considered heat extraction from 
geothermal reservoirs with continuous reinjection. The dimensionless 
temperature TD along a streamline connecting the recharge and 
discharge wells is defined as 

TD =
T0 − T(S, tD)

T0 − Ti
(9)  

where T0 is the initial temperature of the geothermal reservoir, Ti the 
temperature of the injected water and T(S, tD) the temperature when the 
stream-channel area is S and at time tD. TD of 0 indicates the initial 
condition and TD of 1 implies that the reservoir is completely cooled to 
the temperature of the injected water. The dimensionless time tD is 
defined as 

tD =
ρwCw

ρaCa

qt
d2h

(10)  

where ρwCw is the volumetric heat capacity of water, ρaCa the volumetric 
heat capacity of the geothermal rock, q the flow rate, h the reservoir 
thickness, and d the characteristic length. 

Let us introduce the concept of time of flight (TOF) τ, defined as 

τ ≡

∫ s

0

dr
|v(r)|

(11)  

where s is the arc length along the streamline corresponding to S and v(r)
is the interstitial velocity at r. Using the dimensionless TOF, defined as 
τD = qτ/(d2h), the solution for TD, given by Eq. (7) in Gringarten and 
Sauty (1975), is rewritten (simplified) as 

TD = erfc

[
τD

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
λ(tD − τD)

√

]

(12)  

where λ is the heat exchange coefficient between the reservoir and 
surrounding rocks, defined as 

λ=
ρwCwρaCa

KrρrCr

qh
d2 (13)  

where ρrCr is the volumetric heat capacity and Kr the thermal conduc-
tivity of surrounding rocks. When λ ≥ 104, the heat transfer between the 
reservoir and surrounding rocks is negligible (Gringarten and Sauty, 
1975), while λ = 0 indicates infinite heat transfer. The dimensionless 
temperature of the produced water TwD at the discharge well is obtained 
by integrating Eq. (12) with respect to the dimensionless stream function 
ψ = Ψh/q as 

TwD =

∫ 1

0
erfc

[
τwD

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
λ(tD − τwD)

√

]

dψ (14)  

where τwD is the dimensionless TOF at the discharge well. 
The analytical solution, Eq. (12), was derived for steady state flow 

under simplifying assumptions (Gringarten and Sauty, 1975). In terms of 
fluid properties, the volumetric heat capacity and viscosity are assumed 
to be constant; the contrast in properties between the injected (cold) and 
in-situ (hot) water is neglected. These properties are temperature 
dependent. In Appendix B discussion on temperature dependency will be 
presented. 

2.3. Streamline simulation 

In the CVBEM, a sufficient number of streamlines are tracked to 
characterize the detailed flow in the domain of interest. At every 
tracking point zj, the velocity vj can be evaluated, and the TOF is 
approximated as 

τ≡
∫ s

0

dr
|v(r)|

≈
∑m

j=0
Δτj (15)  

where Δτj is given by Eq. (8) and m is the number of tracking from 0 to s. 
For individual streamlines, the dimensionless temperature TD at arc 
length s and time tD is calculated by using Eqs. (12) and (15). With ns 

streamlines tracked from the recharge well to the discharge well, TwD 
given by Eq. (14) is numerically approximated as 

TwD =
∑ns

i=1
erfc

[
τwDi

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
λ(tD − τwDi)

√

]

Δψi (16)  

where τwDi and Δψ i are τwD and the increment of ψ along the i-th 
streamline, respectively. 

2.3.1. Application to homogeneous media 
In this study, boundary effects are assumed to be negligible, and the 

boundary Γ in the CVBEM is set far enough away to have no effect on the 
results. From the recharge well at (0, − 0.5) to the discharge well at 
(0, 0.5) in a homogeneous medium, streamlines are tracked by using the 
CVBEM. The initial 360 tracking points are allocated evenly along the 
well circumference from rw exp(− 0.4πi) to rw exp(1.4πi) with rw = 10− 4.

Fig. 1 (a) shows the tracked streamlines. Tracking is normally termi-
nated when the streamline reaches the discharge well. In addition, if the 
tracking point deviates to y < − 1 or |x| > 1, it is forced to terminate 
because such a streamline would take too long to reach the discharge 
well and does not affect the result during the time period of interest. 

In a homogeneous medium, the breakthrough of the displacing fluid 
(water) occurs at tD = π/3 (Gringarten, 1978). Fig. 1 (b), (c), and (d) 
show the TD distributions at tD = π/3 for λ = 104, 10, and 1, 

Fig. 1. Streamline simulation for a homogeneous medium: (a) Streamlines, and 
dimensionless temperature TD distributions at tD = π/3 for three values of heat 
exchange coefficient (b) λ = 104, (c) λ = 10, and (d) λ = 1. 
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respectively. When the heat transfer is negligible (λ = 104), the thermal 
front is identical to the displacing front, which is sharp and not smeared, 
as shown in Fig. 1 (b). A clear cusp towards the discharge well is 
observed at breakthrough. In condition of moderate heat transfer (λ =

10), the thermal front becomes smeared towards the upstream side, as 
shown in Fig. 1 (c). Consequently, the thermal breakthrough is slightly 
delayed, and the cooled area shrinks. These observations become more 
pronounced for strong heat transfer (λ = 1), as shown in Fig. 1 (d). 
Behind the thermal front, the dimensionless temperature TD becomes 
lower as λ decreases due to the heat supply from the surrounding rocks. 

Fig. 2 shows the dimensionless temperature at the discharge well TwD 

evaluated by Eq. (16) for different values of λ from 0.3 to 105. When the 
heat exchange with the surrounding rocks is negligible (λ ≥ 104), ther-
mal breakthrough occurs at tD = 1.047, which is consistent with the 
analytical solution of π/3. As the heat exchange increases (λ decreases), 
breakthrough occurs at later times: tD = 1.090 for λ = 10 and tD = 1.388 
for λ = 1. In addition to the delay of the breakthrough, the subsequent 
TwD profiles are low for small values of λ. This implies that heat 
extraction continues after the thermal breakthrough. For example, at 
tD = 3, TwD for λ = 1 is as small as 0.07 and the temperature of the 
produced water is still close to the initial temperature of the geothermal 
reservoir, while TwD for λ = 104 is 0.48, around the average temperature 
of the injected water and the geothermal reservoir. 

3. Numerical experiments 

3.1. Distributed natural fractures 

For the numerical experiments, 1000 realizations with different 
combinations of fracture parameters are prepared in a 1× 1 square 
domain between the dipole wells. As basic fracture parameters within 
the domain of interest, the fracture orientation (θf), the total fracture 
length (Σf), the number of fractures (nf), and the geometric mean of 
fracture lengths (mf) are considered under the assumption of log-normal 
fracture length distributions. The orientation θf is defined with respect 
to the x-axis and drawn from a uniform distribution U(0, π /2). The total 
length Σf is drawn from a uniform distribution U(1,20), and the geo-
metric mean mf is independently drawn from U(0.01, 0.2). Then, Σf is 

randomly decomposed into the number of fractures nf (≤ 100) and in-
dividual fracture lengths af according to the log normal distribution. 
Fig. 3 shows the scatter plot of these fracture parameters. 

Individual fracture images are generated by an unconditional Bool-
ean technique, which randomly distributes nf fractures of length af in 
space. Sample realizations for the Σf–θf pairs, marked in color in Fig. 3, 
are shown in Fig. 4, and the corresponding fracture parameters are listed 
in Table 1. Fractures are assumed to be unidirectional in this work. The 
underlying assumption is that the contrast between the maximum and 
minimum horizontal stresses is large, so that only fractures parallel to 
the maximum stress direction have a significant effect on flow. 

3.2. Simulation for sample realizations 

3.2.1. Streamline tracking 
In the CVBEM, fractures are modeled by the singular solution given 

by Eq. (6) with mL = 5 and mp = 5. The fracture conductivity kfwf in Eq. 
(A. 1) is set high enough to be practically infinite, which corresponds to 
macrofractures (van Golf-Racht, 1982). Fig. 5 shows the streamlines 
tracked from the recharge well at (0, − 0.5) through the fractured media 
A, B, C, and D to the discharge well at (0, 0.5). The fractures are 
distributed in a limited region of the 1 × 1 domain, and the model results 
are accurate as long as the heat extraction of interest is limited within 
the region. 

Fig. 5 (A) shows the streamlines through a moderately fractured 
system (Σf = 9.87) almost parallel to the well alignment (θf = 1.563). 
Compared with Fig. 1 (a), the streamline profile between the doublet 
wells is strongly distorted. Due to the high kfwf , the velocity potential 
along each fracture is almost constant, and the streamlines are approx-
imately perpendicular to the fractures. As the fracture distribution is 
mostly symmetric with respect to the well alignment, the streamlines are 
not strongly deflected in one direction. For the fracture system with 
similar intensity of natural fractures (Σf = 10.29) but different fracture 
orientation (θf = 0.763), the streamlines tend to deviate according to 
the fracture orientation, as shown in Fig. 5 (B). This tendency becomes 
more pronounced when the natural fractures are intense (Σf = 19.50), 
as shown in Fig. 5 (C). On the contrary, when the fractures are distrib-
uted almost perpendicular to the well alignment (θf = 0.011), the 
streamline profile is not much different from that in a homogeneous 
medium. In particular, the natural fractures in the middle between the 
doublet wells do not have much effect on the flow profile, as shown in 
Fig. 5 (D). These fractures almost coincide with the equi-potential lines 
for a homogeneous case. 

3.2.2. Temperature at discharge well 
Fig. 6 shows the dimensionless temperatures TwD at the discharge 

well for the fractured media compared with TwD for a homogeneous 
medium for λ = 104, 10, and 1. When heat transfer is negligible (λ =

104), TwD increases rapidly after the thermal breakthrough as seen in 
Fig. 6 (left), which implies that further heat extraction is limited. The 
breakthrough time tD|BT is a key element of geothermal development 
with low heat transfer. In addition, tD|BT can also be used as a pessimistic 
estimate of the thermal breakthrough time when the intensity of heat 
transfer is unknown, since tD|BT is the earliest time at which heat 
extraction can deteriorate drastically. On the contrary, when the heat 
transfer is indeed strong (λ = 1), the increase in TwD after breakthrough 
is gradual, as observed in Fig. 6 (right). Due to prolonged heat extrac-
tion, after twice the breakthrough time, the temperature drop of the 
produced water is still less than 10% (TwD = 0.1). The lifetime of 
geothermal development is expected to be long, and the time when TwD 
becomes 0.1 (tD|TwD=0.1) is chosen as the time of interest for λ = 1. For 
moderate heat transfer (λ = 10), TwD increases moderately, as shown in 
Fig. 6 (middle), which may restrict the development lifetime. The time 
when TwD becomes 0.3 (tD|TwD=0.3) is chosen as the critical time for λ =

10. 
Fig. 2. Dimensionless temperature TwD at the discharge well in a homogeneous 
medium for heat exchange coefficient λ from 0.3 to 105. 
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Table 1 summarizes the dimensionless characteristic times t∗D; tD|BT 
for λ = 104, tD|TwD=0.3 for λ = 10, and tD|TwD=0.1 for λ = 1, for the 
fractured media A, B, C, and D compared with those for a homogeneous 
medium. For parameters of q = 100 m3/h, h = 100 m, ρwCw/ ρaCa =

1.5, and d = 1, 000 m (the distance between the wells), Eq. (10) gives 
t = 6.7 × 105tD (hrs). Then, for a homogeneous medium, the charac-
teristic times t∗ = 80, 270, and 291 years for λ = 104, 10, and 1, 
respectively. These t∗ values vary from 22 to 106 years, 113–310 years, 

and 82–397 years, respectively, for the sample fractured media. 
Fig. 7 shows t∗ in years for the fractured media and the relative scales 

to the homogeneous case. Regardless of the value of λ, the fractured 
medium A yields much smaller t∗ and the medium D yields larger t∗ than 
those for a homogeneous medium. The difference in t∗ can be more than 
100 years, suggesting that the effect of natural fractures on geothermal 
development is quite large. The fractured medium B, which has the same 
intensity of natural fractures (Σf) as the media A and D, yields t∗ in 
between. The obvious feature that distinguishes these three fractured 
media A, B, and D is the fracture orientation θf , as seen in Fig. 3 (left). 
The fractured medium C, which is oriented similarly to (but more 
densely fractured than) the medium B, yields t∗ values that are not much 
different from those of the medium B. These observations imply that the 
fracture orientation θf is the dominant controlling factor of the charac-
teristic times. 

3.2.3. Spatial variation of temperature 
To understand the differences in the characteristic times for different 

fracture systems, one may examine the spatial variation of the temper-
ature TD within the flow domain. Fig. 8 shows the TD distributions at 
thermal breakthrough in the fractured media A, B, C, and D with λ =

Fig. 3. Numerical experiment settings: fracture orientation θf and total fracture length Σf (left) and geometric mean of fracture lengths mf and number of fractures 
nf (right). 

Fig. 4. Sample realizations of fractures: (A) θf = 1.563 and Σf = 9.87, (B) θf =

0.763 and Σf = 10.29, (C) θf = 0.777 and Σf = 19.50, and (D) θf = 0.011 and 
Σf = 10.02. 

Table 1 
Fracture parameters of sample realizations and characteristic times for fractured 
and homogeneous media.  

Fracture parameter A B C D Homogeneous 

θf 1.563 0.763 0.777 0.011 – 
Σf 9.87 10.29 19.50 10.02 – 
Characteristic time 

tD |BT 
(years) 

0.293 
(22) 

0.846 
(64) 

0.871 
(66) 

1.396 
(106) 

1.047 
(80) 

tD |TwD=0.3 

(years) 
1.488 
(113) 

2.754 
(209) 

2.358 
(179) 

4.074 
(310) 

3.548 
(270) 

tD|TwD=0.1 

(years) 
1.084 
(82) 

3.217 
(245) 

2.934 
(223) 

5.218 
(397) 

3.824 
(291)  

Fig. 5. Streamlines for the fractured media A, B, C, and D. Sample realizations 
A, B, C, and D are presented in Fig. 4. 
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104. Comparison with the homogeneous case shown in Fig. 1 (b) reveals 
the influence of natural fractures on the TD distribution. In the fractured 
medium A (θf = 1.563), owing to the preferential flow paths developed 
between the doublet wells, a much earlier breakthrough (tD|BT =

0.293 < π/3) occurs, resulting in a smaller area swept (cooled) by the 
injected water, as shown in Fig. 8 (A). In contrast, in the fractured me-
dium D, the natural fractures lead the displacing fluid towards the 
fracture orientation (θf = 0.011) and enlarge the cooled area at late 
breakthrough (tD|BT = 1.396 > π/3), as shown in Fig. 8 (D). When the 
fracture orientation is in between, around θf = π/4, as shown in Fig. 8 
(B) and (C), the cooled area is also in the middle of the two fracture cases 
A and D and is rather close to the homogeneous case. 

Fig. 9 shows the TD distributions for TwD = 0.3 in the fractured media 
with λ = 10. Compared with the case of λ = 104, the thermal front 
becomes smeared due to the moderate heat supply from the surrounding 
rocks. The characteristic times are longer than those in the previous case 
(Table 1 and Fig. 7), which means that more water has been injected. 
The cooled areas in Fig. 9, where TD is greater than 0, are enlarged, 
indicating that larger areas are contacted by the injected water. The 
enlargement of the cooled area, however, is not proportional to the in-
crease in t∗D. For instance, in the fractured medium D, t∗D for λ = 10 
(tD|TwD=0.3 = 4.074) is almost three times higher than for λ = 104 

(tD|BT = 1.396), indicating that three times as much water is injected. 
The cooled area in Fig. 9 (D) is not expanded as much, compared with 
Fig. 8 (D). This indicates that the heat supply of λ = 10 is effective in 

maintaining the temperature of the geothermal reservoir at a certain 
level. 

Fig. 10 shows the TD distributions for TwD = 0.1 in the fractured 
media with λ = 1. Compared with the previous two cases of λ = 104 and 
λ = 10, the thermal front becomes further smeared due to the strong 
heat supply from the surrounding rocks. Except for the medium A, the 
characteristic times are longer than in the previous case of λ = 10 
(Table 1 and Fig. 7). Although more water has been injected, the cooled 
areas in Fig. 10, indicated by TD greater than 0, are respectively smaller 
than those in Fig. 9. This is because the strong heat supply (λ= 1) from 
the surrounding rocks during this time period is sufficient to keep the 
temperature of the geothermal reservoir high. 

3.3. Simulation for stochastic fracture systems 

For the 1000 realizations of natural fractures presented in 3.1, the 
CVBEM is applied to collect data of the thermal front movement. Fig. 11 
shows the TwD profiles for the fractured media, compared with TwD for a 
homogeneous medium. Only 100 simulation results are shown in this 

Fig. 6. Dimensionless temperature TwD at the discharge well in the fractured media A, B, C, and D (presented in Fig. 4) compared with TwD in a homogeneous 
medium (red) with heat exchange coefficient λ = 104 (left), λ = 10 (middle), and λ = 1 (right). 

Fig. 7. Characteristic times for fractured and homogeneous media.  

Fig. 8. Dimensionless temperature TD distributions at thermal breakthrough in 
the fractured media A, B, C, and D (presented in Fig. 4) with heat exchange 
coefficient λ = 104. 
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figure for clarity, and a full set of 1000 results is used in the subsequent 
analysis. In all λ cases, the simulation results at early times (around 
thermal breakthrough times) are distributed around the profile for a 
homogeneous medium. As time passes (tD increases), the TwD profiles 
tend to be shifted above the profile for a homogeneous medium, and 
eventually all results are above the homogeneous case, as seen in Fig. 11 
(left) and (middle). Natural fractures can be favorable or unfavorable for 
heat extraction in early stages, while they tend to be unfavorable in later 

stages. 
Natural fractures also affect the dimensionless pressure difference 

ΔpD between the doublet wells. In a homogeneous medium, ΔpD for a 
doublet system is obtained analytically as (Sato, 2015) 

ΔpD =
1
π ln

d
rw

(17)  

which yields ΔpD = 2.932 for d/rw = 104. Natural fractures increase the 
apparent permeability of the flow domain, and ΔpD decreases, which is 
advantageous for geothermal development operations. Fig. 12 shows the 
cross-plot of the characteristic times t∗D and ΔpD for the 1000 simula-
tions. As expected, the simulated values of ΔpD are always lower than 
the maximum value of ΔpD = 2.932 and can take small values below 2.5, 
which corresponds to a 15% reduction of ΔpD. 

When the doublet wells are aligned (sub-)parallel to the natural 
fractures (θf close to π/2), shown by the yellowish markers in Fig. 12, the 
characteristic times decrease from the corresponding values of the ho-
mogeneous case; from 1.047 to 0.1311, 3.548 to 0.7371, and 3.824 to 
0.4677 for λ = 104, 10, and 1, respectively. In contrast, when the wells 
are aligned nearly perpendicular to the fractures (θf close to 0), indi-
cated by the purplish markers in Fig. 12, the characteristic times 
respectively increase from the corresponding values of the homogeneous 
case; from 1.047 to 1.594, 3.548 to 4.315, and 3.824 to 6.166 for λ =

104, 10, and 1. It is interesting that the fracture systems exhibit 
opposing effects (delay or advance) on t∗D depending on the fracture 
orientation θf . This is also confirmed in Fig. 13, the cross-plot of t∗D and 
θf . Within a range of relatively small values of θf , the characteristic times 
t∗D tend to increase in accordance with the intensity of natural fractures 
(increasing Σf); the lighter markers are above the darker ones. The 
opposite is true for relatively large values of θf . The characteristic times 
tend to decrease with increasing Σf ; the lighter markers are below the 
darker makers. While the natural fractures (sub-)parallel to the well 
alignment are advantageous in lowering the pressure difference ΔpD, 
they are disadvantageous in shortening the characteristic times t∗D. 

4. Prediction of characteristic times 

Based on the numerical experiment results, the prediction of char-
acteristic times with simple predictor variables can be prepared. There is 
often no prior information about the functional forms relating response 
variables to possible predictor variables. This difficulty can be alleviated 
by data-driven approaches that build on the regression model by 
allowing the shapes of the relationships between response and covariate 
variables to be learned from the data. In general, model flexibility 
(usually equivalent to accuracy) and interpretability tend to conflict. In 
this study, the relationship between the thermal front movement and the 
fracture parameters is of interest, and both inference (relying on inter-
pretability) and prediction (with high accuracy) are important per-
spectives. In this context, the generalized additive model (GAM) (Hastie 
and Tibshirani, 1990; Wood, 2017) provides a compromise that ad-
dresses the trade-off between flexibility and interpretability (Zschech 
et al., 2022). 

4.1. General additive model 

To uncover nonlinear covariate effects of possible predictor variables 
Xj on the response variable Y, the GAM assumes additivity of the pre-
dictor effects and postulates a regression model as 

E(Y)= α +
∑np

j=1
fj
(
Xj
)

(18)  

where E(Y) is the expected value of Y, np the number of predictor var-
iables, α the bias term, and fj the smooth functions. The unknown 
functions fj are estimated from the data using scatterplot smoothers, 

Fig. 9. Dimensionless temperature TD distributions for TwD = 0.3 in the frac-
tured media A, B, C, and D (presented in Fig. 4) with heat exchange coefficient 
λ = 10. 

Fig. 10. Dimensionless temperature TD distributions for TwD = 0.1 in the 
fractured media A, B, C, and D (presented in Fig. 4) with heat exchange coef-
ficient λ = 1. 
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such as local regression, smoothing splines, and regression splines. In 
this study, thin plate splines (Wood, 2017), which are classified as 
regression splines, are employed to fit individual smooth functions. With 
regression splines, each smooth function fj can be represented as a linear 
combination of a finite set of basis functions bj,k(Xj) multiplied by the 
corresponding coefficients βj,k: 

fj
(
Xj
)
=
∑nq

k=1
βj,kbj,k

(
Xj
)

(19)  

where nq is the basis size that determines the complexity of each smooth 
function. 

The coefficients βj,k are determined so that the log-likelihood of the 

model (L) is maximized. A large basis size yields a higher likelihood, 
whereas it could also lead to overfitting, which makes the smooth 
function wigglier rather than smoother. To avoid overfitting, a 
smoothing penalty that influences the basis function coefficients is 
introduced to prevent excessive wiggliness of each smooth function. The 
wiggliness is represented by βTSβ, where β is the parameter vector and S 
is the penalty matrix specific to the form of the basis functions. Thus, the 
penalized log-likelihood used for determining the coefficients βj,k is 

defined as L − λ̂βTSβ, where ̂λ is the smoothing parameter that controls a 
trade-off between data fitting and smoothness. If λ̂ is set equal to zero, 
the penalty has no effect and the model yields an interpolating spline; on 
the other hand, if λ̂ is infinite, the penalty removes all basis functions, 

Fig. 11. Dimensionless temperature TwD at the discharge well: 100 simulation results in the stochastic fractured media (black) compared with TwD in a homogeneous 
medium (red) for heat exchange coefficient λ = 104 (left), λ = 10 (middle), and λ = 1 (right). 

Fig. 12. Characteristic times and ΔpD for heat exchange coefficient λ = 104 (left), λ = 10 (middle), and λ = 1 (right). The corresponding values of tD and ΔpD for a 
homogeneous medium are indicated by red lines. 

Fig. 13. Characteristic times and θf for heat exchange coefficient λ = 104 (left), λ = 10 (middle), and λ = 1 (right). The corresponding values of tD for a homogeneous 
medium are indicated by red lines. 
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resulting in a straight line. As an objective selection method of λ̂, the 
restricted maximum likelihood (REML) criterion (Wood, 2017) is used 
in this study. 

4.2. Regression model I 

As a basic prediction model for the characteristic time t∗D, the first 
regression model (Model I) is defined with the fracture orientation (θf) 
and the total fracture length (Σf) as the predictor variables: 

E(t∗D
)
= α+ fθ

(
θf
)
+ fΣ

(
Σf
)

(20) 

The number of fractures (nf) and the geometric mean of the fracture 
lengths (mf) can be used instead of Σf . The accuracy of the regression 
model improves with more detailed fracture parameters. In contrast, the 
versatility of the model decreases as the variable becomes more 
descriptive. In the present case, using nf and mf instead of Σf yields only 
a minor improvement, and θf and Σf are chosen as adequate predictor 
variables between accuracy and versatility. 

Fig. 14 (top two) shows the partial effects fθ and fΣ of the respective 
predictor variables θf and Σf estimated by the GAM. In all t∗D cases, the 
fracture orientation θf has a stronger effect on t∗D than the total fracture 
length Σf . This is in agreement with the observation in 3.2. The partial 

effect fθ decreases as θf increases from 0 to π/2, indicating that t∗D be-
comes smaller as more fractures become parallel to the path between the 
doublet wells. In addition, the slope of fθ is not constant; there are gently 
sloping segments at each end (θf ≤ π/8 and 3 π/8 ≤ θf) with a steeper 
sloping segment (π/8 ≤ θf ≤ 3π/8) in between, that is, θf has relatively 
strong effects on t∗D when π/8 ≤ θf ≤ 3π/8. 

The bias values α are listed in Table 2. Given the fracture parameters 
θf and Σf , the response variable t∗D can be predicted by Eq. (20) with α,
fθ, and fΣ, as demonstrated in Appendix C. The predictions are compared 
with the actual characteristic times in Fig. 14 (bottom). The residual sum 
of squares (RSS) is listed in Table 2 along with the adjusted R-squared 
(R2), a high value of which indicates that the model properly describes 
the variability in the response variable (Wood, 2017). 

The cross-plots of the response variables shown in Fig. 14 (bottom) 
reveal that the prediction quality of Model I is not satisfactory. The 
prediction results can be divided into two distinct clusters: over- 
predictions of t∗D for smaller values of Σf , indicated by the darker 
markers, and under-predictions of t∗D for larger values of Σf , indicated by 
the lighter markers. This defect can be inferred from the interaction of θf 

and Σf on t∗D observed in 3.3 (Figs. 12 and 13). The intensity of natural 
fractures (Σf) has opposing effects on t∗D depending on θf . The regression 
model defined by Eq. (20) does not separate the opposing partial effects 

Fig. 14. Partial effects fθ and fΣ with 95% confidence intervals (top two) and cross-plots of response variables (bottom) by Model I: t∗D = tD|BT (left column), t∗D =

tD|TwD=0.3 (middle column), and t∗D = tD|TwD=0.1 (right column). Rug plots of 1000 data points appear along the x-axis of fθ and fΣ plots. 
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of Σf . 

4.3. Regression model II 

In the second regression model (Model II), the data set is split into 
two and the additive model Eq. (20) is applied to each data set indi-
vidually so that the opposing effects of Σf could be properly reflected in 

each regression model. After preliminary regression trials, the entire set 
of 1000 simulation data is divided into two groups with a threshold 
value of θf = π/5: a data set consisting of 395 data points for 0 ≤ θf ≤

π/5 (Data A) and another set of 605 data points for π/5 < θf ≤ π/2 (Data 
B). 

Fig. 15 (top two) shows the partial effects fθ and fΣ of the respective 
predictor variables θf and Σf . As in Model I, the partial effect fθ decreases 

Table 2 
GAM results for Models I, II, and III.  

t∗D  Model I Model II Model III  

(A : θf < π/5) (B : π/5≤ θf) (A : θf < π/5) (B : π/5≤ θf)

tD|BT α 0.864 1.212 0.637 1.212 0.637 
RSS 16.81 7.71 4.93 
R2 0.858 0.862 0.791 0.889 0.872 

tD|TwD=0.3 α 2.712 3.564 2.155 3.564 2.155 
RSS 96.83 36.36 14.41 
R2 0.875 0.792 0.894 0.809 0.974 

tD|TwD=0.1 α 3.196 4.476 2.361 4.476 2.361 
RSS 258.2 85.27 41.72 
R2 0.841 0.835 0.854 0.858 0.949  

Fig. 15. Partial effects fθ and fΣ with 95% confidence intervals (top two) and cross-plots of response variables (bottom) by Model II: t∗D = tD|BT (left column), t∗D =

tD|TwD=0.3 (middle column), and t∗D = tD|TwD=0.1 (right column). Rug plots of 395 data points (Data A) for 0 ≤ θf ≤ π/5 appear along the x-axis and those of 605 data 
points (Data B) for π/5 < θf ≤ π/2 along the upper x-axis of fθ and fΣ plots. 
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as θf increases, and θf has a relatively strong effect on t∗D when 
π/8 ≤ θf ≤ 3π/8. The partial effect fΣ shows opposite characteristics for 
two split data sets: increasing fΣ with Σf for Data A and decreasing fΣ 

with Σf for Data B. The profile of the partial effect fΣ of Model I (Fig. 14) 
can be understood as the combined result of suppressing these opposing 
characteristics. 

The Model II predictions are compared with the actual characteristic 
times in Fig. 15 (bottom), and the corresponding values of α, RSS, and 

R2 are given in Table 2. The distinct clusters observed from Model I 
(Fig. 14) are less obvious in the results of Model II (Fig. 15). Model II 
yields a significant decrease in the RSS values and improves prediction 
quality compared with Model I. 

4.4. Regression model III 

To further improve the prediction quality of Model II, the addition of 

Fig. 16. Partial effects fθ, fΣ and fp with 95% confidence intervals (top three) and cross-plots of response variables (bottom) by Model III: t∗D = tD|BT (left column), 
t∗D = tD|TwD=0.3 (middle column), and t∗D = tD|TwD=0.1 (right column). Rug plots of 395 data points (Data A) for 0 ≤ θf ≤ π/5 appear along the x-axis and those of 605 
data points (Data B) for π/5 < θf ≤ π/2 along the upper x-axis of fθ, fΣ and fp plots. 
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a new predictor variable is considered. A potential variable to be 
included is the pressure difference between the doublet wells ΔpD. In 
real operations, pressure data are obtained at early stages of develop-
ment and can be used for operational purposes. The third regression 
model (Model III) for the response variable t∗D is defined with the frac-
ture orientation (θf), the total fracture length (Σf), and the pressure 
difference (ΔpD) as the predictor variables: 

E
(
t∗D
)
= α+ fθ

(
θf
)
+ fΣ

(
Σf
)
+ fp(ΔpD) (21)  

The additive model Eq. (21) is applied individually to the data sets (Data 
A and Data B) prepared in the previous section. 

Fig. 16 (top three) presents the partial effects fθ, fΣ, and fp of the 
respective predictor variables θf , Σf , and ΔpD. The fracture parameters θf 

and Σf are static properties that are independent of each other, whereas 
ΔpD is a dynamic property that is affected by θf and Σf and is not in-
dependent of the fracture parameters. Of the three partial effects, fp 

affects t∗D the most, probably because fp reflects the effects of θf and Σf as 
well as ΔpD. For Data B (π/5 < θf ≤ π /2), the partial effect fp is nearly 
linear to ΔpD, implying that the pressure difference between the doublet 
wells proportionally affects the characteristic times when the natural 
fractures are (sub-)parallel to the well alignment. Heat extraction is 
maintained longer for the doublet wells with larger values of ΔpD. For 
Data A (0 ≤ θf ≤ π/5), fp behaves differently depending on λ and ΔpD. In 
Model III, the relative importance of fp increases, and the partial effects 
fθ and fΣ become less pronounced in predicting t∗D. In particular, fΣ has 
only a small influence on t∗D regardless of the data set (Data A or Data B). 

The Model III predictions are compared with the actual characteristic 
times in Fig. 16 (bottom), and the corresponding values of α, RSS, and 
R2 are given in Table 2. The outliers observed in the results of Model I 
and Model II are reduced in the results of Model III. Model III yields a 
further decrease in the RSS values and improves the prediction quality 
compared with Model I and Model II. 

5. Conclusions  

1. The thermal front movement between the doublet wells completed in 
geothermal reservoirs containing discretely distributed fractures is 
modeled using the streamline simulation based on the CVBEM 
coupled with the semi-analytical solution for heat transfer along 
streamlines. 

2. 1000 natural fracture systems are stochastically generated by vary-
ing the fracture parameters: the fracture orientation (θf) and the total 

fracture length (Σf), with which the streamline simulation is per-
formed to collect data on the thermal front movement, represented 
by the characteristic times t∗D.  

3. Natural fractures exhibit opposing effects (delay or advance) on t∗D 
depending on θf . When θf is relatively small, the characteristic times 
t∗D tend to increase in accordance with the intensity of natural frac-
tures (increasing Σf). Conversely, when θf is large, the characteristic 
times tend to decrease with increasing Σf .  

4. Three kinds of regression models are developed by using the GAM to 
predict the expected values of t∗D. Among the fracture parameters 
used as predictor variables, the fracture orientation θf has a stronger 
effect on t∗D than the total fracture length Σf .  

5. In Model I, the GAM with the predictor variables θf and Σf is applied 
to the entire set of 1000 data. Since the total fracture length Σf has 
opposing effects on t∗D depending on θf , Model I does not properly 
separate the opposing partial effects of Σf and the prediction quality 
is not satisfactory.  

6. In Model II, the data set is split into two with a threshold value of θf =

π/5, and the GAM with the predictor variables θf and Σf is applied to 
each data set individually so that the opposing effects of Σf can be 
properly reflected in each regression model. Model II improves the 
prediction quality compared with Model I.  

7. When the pressure difference ΔpD between the doublet wells is 
available, Model III uses ΔpD in addition to θf and Σf as the predictor 
variables. Model III further improves the prediction quality 
compared with Model I and Model II. 
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Appendix A. Fracture Singular Solution 

Let us consider a fracture with a finite permeability kf and an aperture wf with end points z1 and z2, as shown in Fig. A. 1 (a). The difference 
between the values of Ψ on the − and + sides of the fracture at z is equal to the flow rate per unit thickness (qf/h) inside the fracture: 

Ψ(z+) − Ψ(z− ) =
kfwf

k
dΦ
ds

(z) (A. 1)  

where s is the length measured along the fracture, and Darcy’s law is applied to the flow through the fracture. In a geometric sense, wf is negligibly 
small, and the values of Φ on the − and + sides of the fracture are equal to each other: 

Φ(z+) − Φ(z− ) = 0 (A. 2) 

To derive a singular solution that satisfies Eqs. (A. 1) and (A. 2), the complex potentials on both sides of the fracture must be evaluated. The 
following two-step conformal mapping is of use to this end: 
⎧
⎪⎨

⎪⎩

Z(z) =
2z − (z1 + z2)

z2 − z1

χ(Z) = Z +
(
Z2 − 1

)1/2
(A. 3) 

The function Z(z) maps the fracture with end points z1 and z2 in the z plane onto the line segment from Z1 = Z(z1) = − 1 to Z2 = Z(z2) = 1, as 
shown in Fig. A. 1 (b). The function χ(Z) is the inverse Joukowski transformation that maps the line segment [− 1, 1] onto a unit circle |χ(Z)| = 1, as 
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shown in Fig. A. 1 (c). It follows from the mapping function χ(z) that points (z+ and z− ) on opposite sides of the fracture in the z plane are mapped onto 
points (χ+ and χ− ) of the unit circle in the χ plane that are each other’s complex conjugate.

Fig. A. 1. Fracture geometry and mapping: (a) a fracture with end points z1 and z2 in the z plane, (b) a line segment [− 1,1] in the Z plane, and (c) a unit circle in the 
χ plane. 

According to Eqs. (A. 1) and (A. 2), the singular solution Ωf is defined such that its imaginary part Ψf is discontinuous and its real part Φf is 
continuous across the fracture and can be chosen such that 

Ωf(χ)=Ωf(χ) (A. 4)  

In addition, there should be no influence of Ωf at ∞: 

min
χ→∞

Ωf(χ)= 0 (A. 5) 

Since the condition in terms of Ψ given by Eq. (A. 1) is highly problem-specific, one may not generalize a closed-form solution for Eqs. (A. 4) and (A. 
5). In such a case, partial sums of Laurent series can be used to derive an approximate solution, which is versatile, as the series coefficients can be 
determined so that the solution satisfies the individual boundary conditions. The resultant singular solution given by Eq. (6) has the Laurent series 
about the origin and about the distributed poles located at χpj and χpj shown in Fig. A. 1 (c). The former series equally affect the entire boundary of the 
fracture, while the latter ones individually affect the boundary portion close to the corresponding pole. Hence, the combination of these Laurent series 
yields a robust representation of both global and local (singular) flow behavior around the fracture (Sato, 2015). 

Appendix B. Temperature Dependent Fluid Properties 

Fig. B. 1 (left) shows the volumetric heat capacity of water ρwCw at pressures of 30, 40, and 50 MPa and temperatures from 40 ◦C to 300 ◦C (Wagner 
and Pruβ, 2002). For a wide range of temperature, ρwCw is fairly stable around 4000 kJ/m3/K; the assumption that ρC is constant is not strongly 
violated and seems acceptable for water. On the other hand, the water viscosity μ, shown in Fig. B. 1 (right), varies from 0.66 cP at 40 ◦C to less than 
0.1 cP at 300 ◦C (Huber et al., 2009). Gringarten and Sauty (1975) discuss the effect of viscosity contrast on thermal front breakthrough by using the 
analogy of waterflooding and reinjection schemes; thermal breakthrough occurs later when the injected water is more viscous than the in-situ water. 
In the reinjection scheme, the temperature of the produced water remains at the initial temperature T0 for a longer period than the breakthrough time 
tD|BT evaluated with the analytical solution.

Fig. B. 1. Fluid property dependence on temperature: heat capacities of water and CO2 (left) and viscosities of water and CO2 (right) at different pressures.  

Fig. B. 1 also shows the relevant properties for carbon dioxide (CO2) (Laesecke and Muzny, 2017; Span and Wagner, 1996). The use of CO2 as a heat 
carrier has attracted much interest in the geothermal industry (Schifflechner et al., 2022) in conjunction with enhanced geothermal systems (EGS) 
(Pruess, 2006) and carbon capture and storage (CCS) (Randolph and Saar, 2011). Compared to water, the lower heat capacity results in a smaller λ, 
indicating higher heat transfer between the reservoir and surrounding rocks, and the lower viscosity allows for effective fluid advection. In terms of 
temperature dependence, the volumetric heat capacity of CO2 varies from 1750 kJ/m3/K at 40 ◦C to less than 620 kJ/m3/K at 300 ◦C, and the 
assumption that ρC is constant is not practically fulfilled. In addition, the CO2 flow is not in steady state due to the high compressibility of CO2, and 
care must be taken when applying the analytical solution for CO2. The temperature dependence of viscosity is much smaller for CO2 than for water. 

The dimensionless time tD can be converted to real time t by using Eq. (10), where 
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ρwCw

ρaCa
=

ρwCw

φρwCw + (1 − φ)ρrCr
=

[

φ + (1 − φ)
ρrCr

ρwCw

]− 1

(B. 1) 

If the carrier fluid is water and ρwCw = 4, 000 kJ/m3/K is used as a representative value for water and ρrCr = 2,600 kJ/m3/K as a typical value for rock, 
then ρwCw/ρaCa = 1.5 for the geothermal reservoir of φ = 0.05. When the carrier fluid is CO2, the volumetric heat capacity of CO2 (ρCO2CCO2) is used for 
ρwCw in Eq. (B. 1). If ρCO2CCO2 = 1,000 kJ/m3/K, then it follows that ρwCw/ρaCa = 0.4. In the conversion of tD to t, according to Eq. (10), t is inversely 
proportional to ρwCw/ρaCa. Thus, CO2 as a carrier fluid can increase the characteristic time (or lifetime) by 3.75 (= 1.5 /0.4) times compared to water 
for the same q. 

Appendix C. Prediction Model Usage 

Let us use Model II to predict the characteristic times with the predictor variables θf and Σf . For the sample fracture system D (θf = 0.011 and Σf =

10.02) prepared in 3.1, as θf is smaller than the threshold value of π/5 , Model II (A) is adopted. For the breakthrough time tD|BT, the bias value α =

1.212 is found in Table 2, and the partial effects fθ at θf = 0.011 and fΣ at Σf = 10.02 are obtained from Fig. 15 (left column). The additive model Eq. 
(20) yields the estimate of tD|BT as 

E(t∗D
)
= α + fθ(0.011) + fΣ(10.02) = 1.212 + 0.118 − 0.012 = 1.318 (C. 1)  

which is close to the actual value of 1.396 (Table 1). For tD|TwD=0.3, α = 3.564 from Table 2 and the partial effects fθ and fΣ from Fig. 15 (middle column) 
yields 

E(t∗D
)
= α + fθ(0.011) + fΣ(10.02) = 3.564 + 0.411 − 0.001 = 3.974 (C. 2)  

For tD|TwD=0.1, α = 4.476 from Table 2 and fθ and fΣ from Fig. 15 (right column) yields 

E(t∗D
)
= α + fθ(0.011) + fΣ(10.02) = 4.476 + 0.631 − 0.018 = 5.089 (C. 3)  

The corresponding actual values are 4.074 and 5.218 (Table 1), respectively. 
For the sample fracture system B (θf = 0.763 and Σf = 10.29), as θf is larger than the threshold value of π/5, Model II (B) is adopted. For the 

characteristic times tD|BT, tD|TwD=0.3, and tD|TwD=0.1, the bias values α = 0.637, 2.155, and 2.361 are respectively found in Table 2, and the partial effects 
fθ at θf = 0.763 and fΣ at Σf = 10.29 are obtained from Fig. 15. The resultant estimates are 

E(t∗D
)
= α + fθ(0.763) + fΣ(10.29) = 0.637 + 0.245 − 0.052 = 0.830 (C. 4)  

for tD|BT, 

E(t∗D
)
= α + fθ(0.763) + fΣ(10.29) = 2.155 + 0.556 − 0.134 = 2.577 (C. 5)  

for tD|TwD=0.3, and 

E(t∗D
)
= α + fθ(0.763) + fΣ(10.29) = 2.361 + 0.830 − 0.168 = 3.023 (C. 6)  

for tD|TwD=0.1. The corresponding actual values are 0.846, 2.754, and 3.217 (Table 1), respectively. 
The partial effects of Model II (Fig. 15) and Model III (Fig. 16) are available in the supplemental data in spreadsheet format. 

Appendix D. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.geoen.2024.212763. 
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